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**AIM:**

The purpose of this expriment is to predict solar radiation through Logistic regression.

**DESCRIPTION:**

### Logistic regression is basically a supervised classification algorithm. Logistic regression is a supervised classification algorithm that uses the sigmoid function to predict the probability that a given data entry belongs to the category numbered as "1"And “0”.

**ALGORITHM:**

**STEP 1:** Start

**STEP 2**: Numpy, pandas, and matplotlib must be imported

**STEP 3:** The dataset should be analyzed

**STEP 4:**  From linear\_model, import the LogisticRegession model

**STEP 5:** X\_train and Y\_train data must be passed

**STEP 6:** Predict the values of y\_pred

**STEP 7:** Stop.

**CODE:**

import numpy as np

import pandas as pd

from sklearn.linear\_model import LogisticRegression

from sklearn.metrics import classification\_report,confusion\_matrix,accuracy\_score

X=pd.read\_csv('https://github.com/joshuacecil/Datasets/raw/main/Train%20-%20Train.csv')

X.columns

X\_train=X[['Latitude', 'Longitude', 'Altitude', 'min Temo', 'Max Temp','Sunshine Hour']]

X\_train.shape

y\_train=X['Solar Radiation']

y\_train.shape

lr = LogisticRegression()

lr.fit(X\_train,y\_train)

T = pd.read\_csv('https://github.com/joshuacecil/Datasets/raw/main/Solar%20Test%20-%20Solar%20Test.csv')

X\_test=T[['Latitude', 'Longitude', 'Altitude', 'min Temo', 'Max Temp','Sunshine Hour']]

y\_test=T['Solar Radiation']

y\_pred=lr.predict(X\_test)

y\_pred.shape

print(confusion\_matrix(y\_test,y\_pred))

print(classification\_report(y\_test,y\_pred))

a=(accuracy\_score(y\_test,y\_pred))

print(a)

error = 1 - a

print(error)

x1=X.sample()

x1\_test=x1[['Latitude', 'Longitude', 'Altitude', 'min Temo', 'Max Temp','Sunshine Hour']]

**OUTPUT:**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJkAAAAkCAIAAAAVag9GAAAAAXNSR0IArs4c6QAABHxJREFUeF7tWU9r4kAUn+53CHjYhVWkH0AEQXpIYQ/Sc8i5ivVQPHeDd23ac09ukL3W5lxyKJhDKUjVD7CILPRQqR+iOzP5N9FoZkzsOmXmZubNmzfvN+/93jwP3t/fgRifwgNfPsUpxCGQBwSWn+ceCCwFlvvkgYVZy9X6i5BJk04uGJ0Rtbnzfi1YV+vPyYULOFczw/tQK/4IQVj78D2e29lstv28dIgx/Fq9e9v+aEht9fY1rCB6r+03SXcl5zkWhpFqyNfDVpHh3qM49oc+YVhZbA2vZUNdilcGBTsV5RvLyW/NlvUrRaL30UTPlS6A/jRD40mXu0qOBU5JudJlW2stpXT6/XcoSY8lYgt/kLSBr3lnAgiBgL3wR+gsgodClLOGn5zQCfMcVkXy4rx/0wX1c5UBSWdJv6dmsE8zaq9fB92bMC9udreknteBrf2i5+AdwhdWTZmyx5cEeWDa8Nno7a4KfxJfEFdlL8dY89utN+lyT4hyxu3qrc9p40ukw6MoUgnW9Io0kRSI920726yMaL5cWeKaF8GskXzpbrNiG6UTdyxGG5cFzbvL8CoUz3QZ2PcDsqSr92c9N9cVKg0A/kyJ2bo585YXK3UApn+dyUKrF0RV4RRptR7dKaSka/lstni0bFBvBul0Mbi3QaNSYLn1L1MbyPlv7hJY65asExPtOn1hUbN6QJbVO5OlxTJsgJQ/XLJIzn8NvhS0GcQuSH2B+zB+cDKS4TL5PKG18AOCblhuKltFLowLq4NG8M1yk3+ClnjIsmj4lmfGn0X9lrLUWIaILad0t9xvaVmopMwpBjmNo994wJE5H1iwyDllCsK1Fr5AMlZBkCrSOcr/10KHJQSyrNkNExd/aJgwASYeEMjShQ2Ts68VRiIxpOMT2UmzKMHKlWOnYEkwcDxpyn1lOGt59yJZfCcwJvWlVFhirkotLLwz4LQp62frn4aS0qyjNIsk5ZPjcL26TZ6TjioyCJe+I8sAcuWIoRaG9u8n/lRYSt8hkflVCXobpJFjMena1sDpk6EcHs6x6CuqMgy1pNlk1eNchiBqGS54Rm0ihfAF5W2KWg1X7hOFVtHEghRzmGfDn1b59nJUWALc77AvSvh9WZqep5NjC9oQvbvLWGt52pyZ4RyLwUQVEIisV3GQ+cURrQtgXWY2DMV5KZc1cD2MLsQ26MOhnBZ509pNI7fjN09i9RtboPhJGvnE3E0/1n8xu6/nxKdLVQFdXNJcit3ITB5QDKzjVPwkNRSWJlxCMxfmT9Q2TKmiTmjM0vK9xhIWukpX1jvru3RuE075oL+iRh1ceBNtk3TRSKgt1ShPTRlOnmRLb5Nm1JkjeoFYFLfZvLHyj9h6bbhT6I2l/7xQwy/R/2ipuSda0QH8nPA2iOV74oG9zrF74iNezBBY8oJUvJ0Cy3gf8SIhsOQFqXg7BZbxPuJFQmDJC1Lxdgos433Ei4TAkhek4u0UWMb7iBcJgSUvSMXbKbCM9xEvEgJLXpCKt1NgGe8jXiQElrwgFW/nP/EiEV5nqMSaAAAAAElFTkSuQmCC)**