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曾经谈过实体识别、纠错等内容，这次给大家完成query理解的最后一块拼图——意图识别。

# 1、为什么要做意图识别

意图识别算是query理解中比较上游的位置，对query进行意图识别，是指分析用户的核心搜索需求，例如是要找电影、找小说，还会想问百科知识，还有查快递、市政办公等需求，这些需求在底层的检索策略会有很大的不同，错误的识别几乎可以确定找不到能满足用户需求的内容，导致产生非常差的用户体验，因此精准的意图识别非常重要。

来举一个例子，用户输入唐人街探案，一般是电影、网剧、网评之类的需求，退一步可能是比较弱的新闻、明星之类的意图，而肯定不是汽车、体育、快递之类的意图。而在底层的检索策略，只有我们识别到了电影意图，我们才会去电影的数据库里面检索，里面就不会有汽车、体育、快递，换言之，没有识别到电影意图，压根就不可能出现唐人街探案的电影的卡片甚至咨询，而如果我们错误的识别到了汽车，那我们就只会在这个意图下出汽车的相关内容了。可想而知，错误的意图识别会带来多大的负面影响。

# 2、意图识别的具体内容

其实从上面的描述可以看到，意图识别是对query进行意图的分类，因此总体思路上采用文本分类的方式进行，这个相信大家能想的明白。而在架构上，也需要对意图识别的逻辑进行设计。

## 2.1 意图识别的架构设计

考虑搜索场景的下面这些原因，进行意图识别的架构设计：

* 用户输入内容模糊或者涵盖内容广，因此经常会出现多意图，如“苹果”（手机、水果）、“长城”（景点、电影、汽车）、口罩（医疗、购物）。
* 多个意图不可能同时开发上线，必须一个一个开发迭代。
* 开发一个意图时要求独立，尽可能不影响其他意图的计算。
* 虽然每个意图独立，但是要求意图之间尽可能可比（例如意图强弱打分），这个信息需要传导到排序层。
* 每一个意图的识别算法可能会不同，需要分别设计。

当然上面的所有很难兼顾，我们一般根据搜索系统当前的情况进行设计，按照《美团机器学习》的建议，采用多个二分类器并联的方法能够较好的保证框架拓展的完整性，一个新意图的上线对其他意图的影响降到最低，但是在可比性上可能会较欠缺。

## 2.2 意图识别的方法

虽说是文本分类，但是大家千万不要把这个分类限制在基于深度学习和机器学习的文本分类里面了，在搜索场景下，这些方法很可能会失效。大家拓宽思路，也多想想没有深度学习之前大家可以怎么做意图识别，手里多几把武器，刀子切菜，斧头砍柴，锤子锤钉子，能解决的问题就多了。

### 2.2.1 基于词典和规则的方法

基于词典和规则的方法在搜索中最为常见，好的词典一般能够解决超过80%甚至以上的问题，而准确率也能达到90%甚至以上，这应该是搜索领域最应该首先想到的方法。

* 搜索query绝大部分很短，没有上下文、特征词，识别非常困难，如“都挺好”（电视剧），用户就这么输入，没有额外信息，除了词典难以处理。
* 词汇含义变化很快，随着一些热点信息的变化，需要快速上下线，词典可以处理，如“少年的你”，识别到是新电影，马上更新词典，意图就可出。
* 语义信息有的时候反而是误导。“少年的你”是一部电影，“年轻的你”可就不是了。
* 部分的搜索要求有限保高准确，低召回可接受，词典就是为了这个场景量身打造的。

基于词典，就是对用户query内容和词典内容进行比对，比较常见的方式是序列标注问题里用的最大逆向匹配，通过这种方式找到词典里的实体词，匹配触发了自然就有意图了，而在词典匹配的时候，不是使用链表之类的来构造匹配结构，而是使用搜索树的结构，这种匹配的复杂度最低，速度也快，两者结合，其速度甚至比很多模型要快得多（基本上1ms以内就能完成），fasttext速度非常快，但是textcnn之类的其实就已经达到ms级别以上，bert甚至在10ms级别。

基于规则，其实和词典的区别并不大，但是处理query会比词典更为灵活，例如正则表达式，相比词典能处理更加复杂的内容，构造对应的模板，query命中这个模板就触发意图，这种当时依赖个人对query的理解，一般结合词典来使用。

### 2.2.2 基于ML和DL的方法

机器学习和深度学习就这么一无是处？当然不是，他也有存在的意义，把他搬出来往往是因为这些原因。

* 规则和词典的泛化能力不足，召回率达不到预期。
* 用户在这个意图下输入的内容比较复杂，规则和词典难以覆盖：如“劳动节去哪玩”可以是一个电影意图，这里没有指向意图的实体词。
* 可以依赖语义进行识别的内容，例如词典里没有“让子弹飞”，但是用户输入了“让子弹飞的票房怎么样，一些修饰词之类的可以帮助进行意图识别，此时语义，也就是深度学习的方法，可以协助完成意图识别。

有关文本分类，这块相信绝大部分人都了解的不少了，简单的就是fasttext，复杂一点可以升级为textcnn。但是注意几个点：

* rnn系列并不推荐，一个是耗时，另一方面query的内容很短并不适合抽取序列信息。
* bert之类的大家伙，使用时需要谨慎，耗时虽然要考虑，但是性价比、提升空间之类的也要好好分析，fasttext效果很差，很多时候bert也不见得好到哪里去。

大模型想用其实也有方法，可以考虑用蒸馏的方式来寻求替代方案，2015年（不知道有没有记错）Hinton提出了知识蒸馏的概念，首次应用在图像处理上，至今已经过了5年（其实我也比较好奇为啥工业界用的，媒体吹的都不是很多），而有一些论文在nlp上进行了尝试，效果尚可，现在科研界有很多尝试对bert进行轻量化的方案，蒸馏就是其中一个，大家可以多尝试一下。

### 2.2.3 其他定制化方法

因地制宜、因时制宜，因XXX制宜，都在告诉我们，要从实际出发，实事求是，通识通法是帮助我们解决大部分问题的尚方宝剑，但是在特殊情况下也需要我们采取特殊手段解决问题，在遇到这些问题的时候，我们也要懂得应对，类似的说法我在之前的文章也有提到过，这是作为算法工程师的其中一个凸显能力的重要素养。来举一个特殊的场景，供大家思考：

* 如何识别用户输入的是一段歌词、台词。
* 用户对热点事件的关注点不同，描述不同，如何匹配到特定的热点新闻上去。
* 图书的模糊搜索如何实现。

这些问题如何解决，取决于你对用户query的理解，多看日志，多看用户是怎么尝试描述他们想要的东西的，才能让你更好的解决这类问题。