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最近是做了不少和用户理解有关的工作，前段时间也总结了一些有关用户画像的东西：用户画像初探，但用户理解往往不局限在用户画像本身，而还有更多的操作，这些操作又不见得是围绕用户本身进行的，而还要为整个推荐或者搜索系统服务。调出用户理解本身，在搜索系统也好，推荐系统也好，都有至关重要的作用，所谓的“千人前面”和“个性化”，就是来源于用户理解，用户理解的程度直接决定了系统个性化的能力，下面来聊一下近期我对用户理解的思考吧。

其实本文的核心目的，就是想让大家不要简单的把用户理解看成是embedding。

# 1、什么是用户理解

用户理解建立在个性化需求基础上搭建，可以说是一个子系统，目标就是理解用户，为用户提供定制化、个性化的服务，那么核心的用户理解就是要解决这么几个问题：

* 如何定位一个用户。游客or账户，个人or群体。
* 用户有哪些特点。性别年龄之类的基础性质，武侠片爱情片之类的偏好，抽象成向量化的模糊偏好。
* 如何描述用户的特点。文本类、向量化，甚至还有一些等级之类的信息，描述用户特点的方式还是很多。
* 用户理解如何命中物料。用户理解的结果最终要被拿来使用，用户偏好是需要和物料进行对比的，那么物料和偏好的对齐就非常重要。

无论是哪个问题，最终的落脚点都是要让我们更好地理解用户，这种理解面向的是最终的搜索和推荐结果，要让我们的理解有用，这个其实和处对象类似，我们要去探求的是用户在我们产品中的期望和意图。

# 2、怎么理解用户

理解用户的途径在目前的互联网环境中，其实非常简单，但是又由于场景不同，信息获取的形式和内容又会很不一样。

## 2.1 用户主动输入

用户主动输入是最传统但是又最直接的方法，很多内容都是可以直接拿来用的。这种获取的数据有如下特点：

用户的基本信息一般会比较易得。

* 主动填写意味着用户对产品的期待还是不低的。
* 不见得是真的，无论是基础信息类，还是一些偏好信息。基础信息往往会有人隐瞒，而偏好信息，说真的用户自己喜欢什么真不见的知道，或者可能因为什么原因（例如害羞）而不填上去。
* 信息相对简单，不用指望用户填非常复杂的信息。
* 相信我，只有行为才不会骗人。

## 2.2 基本行为挖掘

基本行为推理应该是最基本的用户画像信息，其实逻辑也非常简单，从用户近期点击多的内容抽取一些信息，例如用户最近经常点外设，可能用户最近想了解外设的内容。这种推理非常简单，只需要抽取用户行为的一些“规律”即可。

这种“基本行为”往往是可解释的，简单的，而这种简单的东西往往会产生更多的玩法，例如不同角度维度的偏好衡量，例如对电影偏好，可以有对演员的、导演的、电影类型的、年代的、出品国的等等，从点击行为角度，可以看曝光点击，可以看点击占比，可以看主动点赞等等，时间维度有长期、短期、超短期等等。

## 2.3 标签推理

有些标签，其实我们并不能直接获取，但是我们可以通过一些推理获取，我这里之所以用“推理”，是因为这个推理的方法是有很多的，当然模型是一个非常常用的方法，但是别一天天的表现出自己只会模型的样子，有时候规则就是一个非常好的信息。

首先就是聊规则。举个例子，早上8点定时从一个地方出发，然后去另一个地方，在这个地方到晚上9点离开后回到早上8点出发的位置，一天天如此循环，我们只需要根据用户的位置信息和时间结合，就能够推理出这人大概率是上班族，应该是早上8点出门上班，晚上9点下班，进一步就有上班地和下班地，更为激进的，记录路线和速度，还能知道用户的上下班交通方式，这些，都不需要用户主动提供，我们根据用户的日志就能获取。

当然很多内容我们是无法直接通过规则推理，这时候通过多特征模型的方式就能推理出来，例如性别，基于用户看的电影、平时经常去的地方（商店 or 篮球场），这些因素综合起来，就能推理出。

这里要强调一个点，我们的目标是推理没错，但是别忘了我们的目标——用户个性化推荐or搜索，而不在乎用户是否真的是这个所谓的标签，如用户性别，我们可能不会去care是否真的是男女，而是在乎我们给他标记的性别背后所体现的行为特点，男生也有爱逛街的，女生也有爱打球的，男生也有更多是女生喜欢的偏好，女生亦然，我们要做的是，即使我们给一位男生真的推了女装，他也不会反感，因为这位男生最近真的逛了女装店（背后的原因按下不表，手机给女友用了也好，自己突然想穿女装也罢，还是想给女朋友买礼物都行对吧）。

## 2.4 embedding

虽然embedding的方法很多，但是核心目的还是想通过一串数很好地表现一个用户的偏好，这个思路其实就和NLP类似，我不在乎这些数的含义，我在乎的是基于这串数真的能给用户推荐他想要的东西。

我这里想分为3类，方便大家更好地理解。

首先就是仅基于用户行为的，这种一般会比较传统，最基本的就是基于word2vector的序列型向量化抽取，另外一种就是矩阵分解，通过对用户-物料的点击矩阵进行序列化。

第二种是基于相似度模型的，其实这种很多就是用点击率作为目标去做的，用户和item以点击率为目标训练模型，然后抽取embedding层结果作为训练结果。最典型的是DSSM和Youtobe的模型了，另外FM系列之类的还是可能会被用到。这种模型可能会用到用户点击序列，但是还可以加入更多的外部特征，例如性别年龄，物料的上线时间等等。

第三种就是比较新的图模型了。其实像word2vector从某种程度上说也是图模型，单独划分出来第三部分是因为现在的图模型在原有分析一步关系到分析多步关系，这种进步是非常巨大的，玩法也比较多，deepwalk、node2vector之类的都是比较新潮的东西。

# 3、用户理解的结果怎么用

要想你的东西有用，就必须让别人知道这个东西怎么用。抛开产品、数据分析层面的应用，我们只谈算法是怎么用的。

## 3.1 拓展用户理解

用用户理解来拓展用户理解，是一种套娃，不过事实确实如此，举个案例吧，基础画像在注册的时候很多用户都会填，聚类得到的群体画像往往可以为新用户打上和它类似的用户所拥有的标签（说白了就是一种userCF）。

## 3.2召回

召回层对用户理解应该是强依赖，与其说召回是找到和用户相关的东西，不如说是抛弃用户肯定不会喜欢的东西，这就是召回层用户理解的核心作用。

基于用户的标签，如用户喜欢叉烧的文章，那就当然可以给用户继续叉烧的文章，召回层就可以召回很多回来。

基于embedding就有更多的玩法了，向量召回直接召回相似的item（矩阵分解之类的方法往往可以把user和item的embedding对齐），向量召回相似用户再召回相似item等等。

## 3.3 排序

做点击率预估之类的操作，大家都懂，不多废话。

# 4、小结

但凡是个性化，无论是搜索还是推荐，都需要有非常精准的用户理解，然而在日常的应用中，我们可能只关注用户特征怎么装入模型，怎么使用，很多时候会忽略用户理解的核心工作，用户理解信息从哪来，怎么做，到哪去之类的，在本文的讨论中，我也是阐述了这块的来龙去脉，也为大家推荐系统知识体系添加一块拼图吧~