Lab6

Jun Rao

10/1/2019

# Model selection in R and Stan

I have provided you with a data set in which you have measured outcome and you have measured two input variables and . Your full, most complex linear model that we will consider is:

Therefore, we will ignore any multiplicative interactions between the inputs. Importantly, remember from your previous statistics classes that we can condense linear regression into matrix notation: , where is a row-vector that holds the slopes and is an input matrix of dimensions (), where is the number of data points and is the number of input variables.

## Task 1 (15 points)

#--------------------------------------  
#--------------------------------------  
# You may need to install some of these packages  
library(tidyverse)  
library(rstan)  
library(loo)  
rstan\_options(auto\_write = TRUE)  
options(mc.cores = parallel::detectCores())  
#--------------------------------------  
#--------------------------------------

*1.Import your data (code provided below), and then center and scale your input variables. Center by the mean and scale by 2standard deviation. This assignment will not work unless you do this step properly. Hint: You must center and scale the two variable columns separately (i.e., each variable will have its own mean and st. deviation).*

# Read in the .CSV file:  
data\_raw = read\_csv("lab6\_data.csv")  
#observations  
n\_sample = nrow(data\_raw)  
n\_sample

## [1] 60

#y  
y = data\_raw$y  
  
#x1  
x1 = data\_raw$x1  
x1\_mean = mean(x1)  
x1\_sd = sd(x1)  
#X2  
x2 = data\_raw$x2  
x2\_mean = mean(x2)  
x2\_sd = sd(x2)  
  
#center and standardize:  
x1\_scaled = (x1 - x1\_mean)/(2\*x1\_sd)  
x2\_scaled = (x2 - x2\_mean)/(2\*x2\_sd)

*2.Create two scatterplots of your outcome versus your two inputs.*

plot(y, x1\_scaled, main="y ~ x1",xlab="x1", ylab="y", pch=19)

![](data:image/png;base64,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)

plot(y, x2\_scaled, main="y ~ x2",xlab="x2", ylab="y", pch=19)

![](data:image/png;base64,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)

*3.Look at the provided Stan script, come to an understanding of the data inputs required to run this Stan model. Use the centered and scaled inputs to set up and run the Stan model, by adapting previously provided code. Hint: You will have to monitor the parameter.*

stan\_data = list(n\_input = 2,  
 n\_sample = n\_sample,  
 x\_mat = cbind(x1\_scaled,x2\_scaled),  
 y\_vec = y)  
  
params\_monitor = c("beta", "alpha", "sigma", "log\_lik")  
  
test\_fit = stan(file = "Multi\_LinReg.stan",  
 data = stan\_data,  
 pars = params\_monitor,  
 chains = 1, # How many chains to run  
 iter = 10, # How many iterations per chain  
 algorithm="NUTS")

##   
## SAMPLING FOR MODEL 'Multi\_LinReg' NOW (CHAIN 1).  
## Chain 1:   
## Chain 1: Gradient evaluation took 0 seconds  
## Chain 1: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 1: Adjust your expectations accordingly!  
## Chain 1:   
## Chain 1:   
## Chain 1: WARNING: No variance estimation is  
## Chain 1: performed for num\_warmup < 20  
## Chain 1:   
## Chain 1: Iteration: 1 / 10 [ 10%] (Warmup)  
## Chain 1: Iteration: 2 / 10 [ 20%] (Warmup)  
## Chain 1: Iteration: 3 / 10 [ 30%] (Warmup)  
## Chain 1: Iteration: 4 / 10 [ 40%] (Warmup)  
## Chain 1: Iteration: 5 / 10 [ 50%] (Warmup)  
## Chain 1: Iteration: 6 / 10 [ 60%] (Sampling)  
## Chain 1: Iteration: 7 / 10 [ 70%] (Sampling)  
## Chain 1: Iteration: 8 / 10 [ 80%] (Sampling)  
## Chain 1: Iteration: 9 / 10 [ 90%] (Sampling)  
## Chain 1: Iteration: 10 / 10 [100%] (Sampling)  
## Chain 1:   
## Chain 1: Elapsed Time: 0.001 seconds (Warm-up)  
## Chain 1: 0 seconds (Sampling)  
## Chain 1: 0.001 seconds (Total)  
## Chain 1:

## Now we will run our full model:  
# How many samples do we want of each parameter, from each chain?  
n\_mc\_samples = 1000  
# How much burn-in?  
n\_burn = 500  
# How much thinning? (take the ith value of the chain)  
n\_thin = 3  
# Total iterations needed:  
n\_iter\_total = (n\_mc\_samples \* n\_thin) + n\_burn  
model\_fit =  
 stan(fit = test\_fit, # So it knows we're already compiled  
 file = "Multi\_LinReg.stan",  
 data = stan\_data,  
 pars = params\_monitor,  
 chains = 3,  
 warmup = n\_burn,  
 thin = n\_thin,  
 iter = n\_iter\_total,  
 algorithm="NUTS")  
model\_out = rstan::extract(model\_fit)  
str(model\_out)

## List of 5  
## $ beta : num [1:3000, 1:2] 7.454 0.995 3.022 3.008 0.847 ...  
## ..- attr(\*, "dimnames")=List of 2  
## .. ..$ iterations: NULL  
## .. ..$ : NULL  
## $ alpha : num [1:3000(1d)] -44.3 -44.8 -44.7 -44.4 -45.2 ...  
## ..- attr(\*, "dimnames")=List of 1  
## .. ..$ iterations: NULL  
## $ sigma : num [1:3000(1d)] 10.26 6.96 8.57 7.74 10.23 ...  
## ..- attr(\*, "dimnames")=List of 1  
## .. ..$ iterations: NULL  
## $ log\_lik: num [1:3000, 1:60] -3.3 -2.87 -3.13 -3.05 -3.28 ...  
## ..- attr(\*, "dimnames")=List of 2  
## .. ..$ iterations: NULL  
## .. ..$ : NULL  
## $ lp\_\_ : num [1:3000(1d)] -163 -161 -158 -159 -161 ...  
## ..- attr(\*, "dimnames")=List of 1  
## .. ..$ iterations: NULL

*4.Show me that your model has converged.*

# Check Convergence:  
tail(summary(model\_fit)$summary[, "Rhat"],1)

## lp\_\_   
## 1.000437

***Since the value at here less than 1.1, hence we can conclude that the model is converged***

1. What are the median and 95% credible intervals for each model parameter?

#the median  
summary(model\_fit)$summary[1:4, "50%"]

## beta[1] beta[2] alpha sigma   
## 1.364938 -20.242058 -44.960697 8.488155

#the 95% credible intervals  
summary(model\_fit)$summary[1:4, "2.5%"]

## beta[1] beta[2] alpha sigma   
## -3.079679 -24.527465 -47.117754 7.145730

summary(model\_fit)$summary[1:4, "97.5%"]

## beta[1] beta[2] alpha sigma   
## 5.805474 -15.815826 -42.934438 10.313266

## Task 2 (30 points)

*1.Re-run your model two more times to store the nested model versions (e.g., with only input 1, and then with only input 2). Hint: You must store these models in objects with different names, however, you will not have to re-write the Stan model at all. Just think about how the inputs might change.*

#Only input1  
stan\_data\_1 = list(n\_input = 1,  
 n\_sample = n\_sample,  
 x\_mat = cbind(x1\_scaled),  
 y\_vec = y)  
#Only input2  
stan\_data\_2 = list(n\_input = 1,  
 n\_sample = n\_sample,  
 x\_mat = cbind(x2\_scaled),  
 y\_vec = y)  
  
params\_monitor = c("beta", "alpha", "sigma", "log\_lik")  
  
test\_fit\_1 = stan(file = "Multi\_LinReg.stan",  
 data = stan\_data\_1,  
 pars = params\_monitor,  
 chains = 1, # How many chains to run  
 iter = 10, # How many iterations per chain  
 algorithm="NUTS")

##   
## SAMPLING FOR MODEL 'Multi\_LinReg' NOW (CHAIN 1).  
## Chain 1:   
## Chain 1: Gradient evaluation took 0 seconds  
## Chain 1: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 1: Adjust your expectations accordingly!  
## Chain 1:   
## Chain 1:   
## Chain 1: WARNING: No variance estimation is  
## Chain 1: performed for num\_warmup < 20  
## Chain 1:   
## Chain 1: Iteration: 1 / 10 [ 10%] (Warmup)  
## Chain 1: Iteration: 2 / 10 [ 20%] (Warmup)  
## Chain 1: Iteration: 3 / 10 [ 30%] (Warmup)  
## Chain 1: Iteration: 4 / 10 [ 40%] (Warmup)  
## Chain 1: Iteration: 5 / 10 [ 50%] (Warmup)  
## Chain 1: Iteration: 6 / 10 [ 60%] (Sampling)  
## Chain 1: Iteration: 7 / 10 [ 70%] (Sampling)  
## Chain 1: Iteration: 8 / 10 [ 80%] (Sampling)  
## Chain 1: Iteration: 9 / 10 [ 90%] (Sampling)  
## Chain 1: Iteration: 10 / 10 [100%] (Sampling)  
## Chain 1:   
## Chain 1: Elapsed Time: 0.001 seconds (Warm-up)  
## Chain 1: 0.003 seconds (Sampling)  
## Chain 1: 0.004 seconds (Total)  
## Chain 1:

test\_fit\_2 = stan(file = "Multi\_LinReg.stan",  
 data = stan\_data\_2,  
 pars = params\_monitor,  
 chains = 1, # How many chains to run  
 iter = 10, # How many iterations per chain  
 algorithm="NUTS")

##   
## SAMPLING FOR MODEL 'Multi\_LinReg' NOW (CHAIN 1).  
## Chain 1:   
## Chain 1: Gradient evaluation took 0 seconds  
## Chain 1: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 1: Adjust your expectations accordingly!  
## Chain 1:   
## Chain 1:   
## Chain 1: WARNING: No variance estimation is  
## Chain 1: performed for num\_warmup < 20  
## Chain 1:   
## Chain 1: Iteration: 1 / 10 [ 10%] (Warmup)  
## Chain 1: Iteration: 2 / 10 [ 20%] (Warmup)  
## Chain 1: Iteration: 3 / 10 [ 30%] (Warmup)  
## Chain 1: Iteration: 4 / 10 [ 40%] (Warmup)  
## Chain 1: Iteration: 5 / 10 [ 50%] (Warmup)  
## Chain 1: Iteration: 6 / 10 [ 60%] (Sampling)  
## Chain 1: Iteration: 7 / 10 [ 70%] (Sampling)  
## Chain 1: Iteration: 8 / 10 [ 80%] (Sampling)  
## Chain 1: Iteration: 9 / 10 [ 90%] (Sampling)  
## Chain 1: Iteration: 10 / 10 [100%] (Sampling)  
## Chain 1:   
## Chain 1: Elapsed Time: 0 seconds (Warm-up)  
## Chain 1: 0 seconds (Sampling)  
## Chain 1: 0 seconds (Total)  
## Chain 1:

## Now we will run our full model:  
# How many samples do we want of each parameter, from each chain?  
n\_mc\_samples = 1000  
# How much burn-in?  
n\_burn = 500  
# How much thinning? (take the ith value of the chain)  
n\_thin = 3  
# Total iterations needed:  
n\_iter\_total = (n\_mc\_samples \* n\_thin) + n\_burn  
  
model\_fit\_1 =  
 stan(fit = test\_fit\_1, # So it knows we're already compiled  
 file = "Multi\_LinReg.stan",  
 data = stan\_data\_1,  
 pars = params\_monitor,  
 chains = 3,  
 warmup = n\_burn,  
 thin = n\_thin,  
 iter = n\_iter\_total,  
 algorithm="NUTS")  
  
model\_fit\_2 =  
 stan(fit = test\_fit\_2, # So it knows we're already compiled  
 file = "Multi\_LinReg.stan",  
 data = stan\_data\_2,  
 pars = params\_monitor,  
 chains = 3,  
 warmup = n\_burn,  
 thin = n\_thin,  
 iter = n\_iter\_total,  
 algorithm="NUTS")

tail(summary(model\_fit\_1)$summary[, "Rhat"],1)

## lp\_\_   
## 0.999492

tail(summary(model\_fit\_2)$summary[, "Rhat"],1)

## lp\_\_   
## 1.001422

#the median  
summary(model\_fit\_1)$summary[1:3, "50%"]

## beta[1] alpha sigma   
## -0.01201261 -44.95451231 13.18712198

summary(model\_fit\_2)$summary[1:3, "50%"]

## beta[1] alpha sigma   
## -20.23118 -45.01087 8.40686

#the 95% credible intervals  
summary(model\_fit\_1)$summary[1:3, "2.5%"]

## beta[1] alpha sigma   
## -6.890235 -48.378096 11.128468

summary(model\_fit\_1)$summary[1:3, "97.5%"]

## beta[1] alpha sigma   
## 6.917912 -41.619817 15.897878

#the 95% credible intervals  
summary(model\_fit\_2)$summary[1:3, "2.5%"]

## beta[1] alpha sigma   
## -24.407160 -47.182270 7.070992

summary(model\_fit\_2)$summary[1:3, "97.5%"]

## beta[1] alpha sigma   
## -15.88004 -42.86738 10.19127

*2.Use the () function to calculate the LOO-IC for each model. Follow my example code below, and make sure to store these into separate objects for each model run.*

# Because eval = FALSE this code chunk will not run.   
# You will have to input your correct objects into this function.  
  
# Calculate the LOO and WAIC for a single model:  
# I'm doing this for the 'full' or most complex model  
log\_lik\_full = extract\_log\_lik(model\_fit)  
log\_lik\_1 = extract\_log\_lik(model\_fit\_1)  
log\_lik\_2 = extract\_log\_lik(model\_fit\_2)  
  
loo\_full = loo(log\_lik\_full)

## Warning: Relative effective sample sizes ('r\_eff' argument) not specified.  
## For models fit with MCMC, the reported PSIS effective sample sizes and   
## MCSE estimates will be over-optimistic.

loo\_sub1 = loo(log\_lik\_1)

## Warning: Relative effective sample sizes ('r\_eff' argument) not specified.  
## For models fit with MCMC, the reported PSIS effective sample sizes and   
## MCSE estimates will be over-optimistic.

loo\_sub2 = loo(log\_lik\_2)

## Warning: Relative effective sample sizes ('r\_eff' argument) not specified.  
## For models fit with MCMC, the reported PSIS effective sample sizes and   
## MCSE estimates will be over-optimistic.

waic\_full = waic(log\_lik\_full)

## Warning: 2 (3.3%) p\_waic estimates greater than 0.4. We recommend trying  
## loo instead.

waic\_sub1 = waic(log\_lik\_1)  
waic\_sub2 = waic(log\_lik\_2)

## Warning: 1 (1.7%) p\_waic estimates greater than 0.4. We recommend trying  
## loo instead.

loo\_full

##   
## Computed from 3000 by 60 log-likelihood matrix  
##   
## Estimate SE  
## elpd\_loo -216.1 5.3  
## p\_loo 4.0 0.8  
## looic 432.3 10.7  
## ------  
## Monte Carlo SE of elpd\_loo is 0.0.  
##   
## All Pareto k estimates are good (k < 0.5).  
## See help('pareto-k-diagnostic') for details.

loo\_sub1

##   
## Computed from 3000 by 60 log-likelihood matrix  
##   
## Estimate SE  
## elpd\_loo -242.2 5.0  
## p\_loo 3.0 0.6  
## looic 484.5 10.0  
## ------  
## Monte Carlo SE of elpd\_loo is 0.0.  
##   
## All Pareto k estimates are good (k < 0.5).  
## See help('pareto-k-diagnostic') for details.

loo\_sub2

##   
## Computed from 3000 by 60 log-likelihood matrix  
##   
## Estimate SE  
## elpd\_loo -215.2 5.4  
## p\_loo 2.9 0.7  
## looic 430.3 10.7  
## ------  
## Monte Carlo SE of elpd\_loo is 0.0.  
##   
## All Pareto k estimates are good (k < 0.5).  
## See help('pareto-k-diagnostic') for details.

waic\_full

##   
## Computed from 3000 by 60 log-likelihood matrix  
##   
## Estimate SE  
## elpd\_waic -216.1 5.3  
## p\_waic 3.9 0.8  
## waic 432.2 10.6

## Warning: 2 (3.3%) p\_waic estimates greater than 0.4. We recommend trying  
## loo instead.

waic\_sub1

##   
## Computed from 3000 by 60 log-likelihood matrix  
##   
## Estimate SE  
## elpd\_waic -242.2 5.0  
## p\_waic 3.0 0.6  
## waic 484.4 10.0

waic\_sub2

##   
## Computed from 3000 by 60 log-likelihood matrix  
##   
## Estimate SE  
## elpd\_waic -215.2 5.4  
## p\_waic 2.9 0.7  
## waic 430.3 10.7

## Warning: 1 (1.7%) p\_waic estimates greater than 0.4. We recommend trying  
## loo instead.

*3.Use the () function to compare all three of your nested models using the LOO-CV. Your code will look something like:*

# Because eval = FALSE this code chunk will not run.   
# You will have to input your correct objects into this function.  
  
loo::compare(loo\_full, loo\_sub1, loo\_sub2)

## elpd\_diff se\_diff elpd\_loo p\_loo looic   
## loo\_sub2 0.0 0.0 -215.2 2.9 430.3  
## loo\_full -1.0 0.7 -216.1 4.0 432.3  
## loo\_sub1 -27.1 4.9 -242.2 3.0 484.5

*4.Give a brief interpretation of your results of this statistical analysis and model comparison, citing the quantitative metrics as support for your conclusions. Remember your goal is to choose the most parsimonious model.*

***According to the result shown in the question 3, we may could conclude that the best model is model\_fit\_2, which only have the 2nd input. The value of elpd\_loo is -215.1. Compare to the full model, it is also simpler (because we only have one input value) even the has the close elpd\_loo value.***

*5.Show me visually and quantitatively that the variance of the posterior samples of from the most complex model is than the variance of the same estimate from the simpler model. The difference will be subtle, but you can imagine that if you had many input variables the effect would become compounded.*

hist(extract(model\_fit)$beta[,2], main = paste("Histogram"),xlab=expression(~beta))
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hist(extract(model\_fit\_2)$beta, main = paste("Histogram"),xlab=expression(~beta))
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var(extract(model\_fit)$beta[,2])

## [1] 5.113633

var(extract(model\_fit\_2)$beta)

## [,1]  
## [1,] 4.843807