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**OpenMP:**

**Software Architecture:**

The openmp.c file stores the necessary data in three different global arrays. First is a two-dimensional character array called char\_array. This will store the characters from the wiki\_dump.txt file. Next is an integer array called char\_sums, that will store the sum of the ASCII character numeric values of each character for each line. Lastly is another integer array called line\_lengths, which will store the number of characters for each line.

The main function begins by filling the arrays with data with a call to init\_arrays. This function reads in the wiki\_dump.txt file and stores its characters into char\_array. The number of characters for each line is stored in the line\_lengths array, and char\_sums is filled with zeros.

Next the main function counts the ASCII values for each character in char\_array with a call to count\_array. Parallelization is achieved by collapsing a two-layer nested for loop, which iterates through each character in each line string. Synchronization is maintained by setting the array indexes, integers i and j, as private variables for each thread. The number of threads used can also be changed at this line. The char\_sums array value at each i index is incremented by the numeric value of each character in its line. This is achieved by casting the character value to an integer value.

The main function then calls print\_results, which will interate over the number of lines that were read in and print the line number (starting at 0) and the average numeric value of each line by dividing the char\_sums value by the line\_lengths value at each index. The program avoids a divide by zero condition by checking that each line\_length value is greater than zero. If the value is zero due to a blank line, a zero value will be printed for that line.

For performance analysis purposes, the time is recorded before this process starts and after it ends. The total elapsed time is printed, as well as the number of cores used, and the virtual and physical memory utilization. Note that during analysis the print\_results function is commented out. This is to avoid the output files made by the shell scripts being full of the many lines of output information. Also, the printing is done serially anyway, so its performance time should be the same regardless of the number of threads.

**Performance Analysis:**

Memory varying the number of lines read from the input file:

Non-varying factors:

1 machine

1 core per machine

4 threads

Performed on node elf15

Varying Number of Threads and Cores:

Performed on one machine.

All nodes were elf class 1-56

Increasing the number of threads and cores improves performance time, with the optimum performance happening with 16 of each.

**Appendix:**

Source Code:

openmp.c

#include <stdlib.h>

#include <stdio.h>

#include <string.h>

#include <omp.h>

#include <sys/time.h>

#include <stdint.h>

#include "sys/types.h"

#include "sys/sysinfo.h"

#define ARRAY\_SIZE 1000000

#define STRING\_SIZE 2001

char char\_array[ARRAY\_SIZE][STRING\_SIZE];

int char\_sums[ARRAY\_SIZE];

int line\_lengths[ARRAY\_SIZE];

typedef struct {

uint32\_t virtualMem;

uint32\_t physicalMem;

} processMem\_t;

int parseLine(char\* line) {

// This assumes that a digit will be found and the line ends in " Kb".

int i = strlen(line);

const char\* p = line;

while (\*p < '0' || \*p > '9') p++;

line[i - 3] = '\0';

i = atoi(p);

return i;

}

void GetProcessMemory(processMem\_t\* processMem) {

FILE\* file = fopen("/proc/self/status", "r");

char line[128];

while (fgets(line, 128, file) != NULL) {

//printf("%s", line);

if (strncmp(line, "VmSize:", 7) == 0) {

processMem->virtualMem = parseLine(line);

}

if (strncmp(line, "VmRSS:", 6) == 0) {

processMem->physicalMem = parseLine(line);

}

}

fclose(file);

}

void init\_arrays()

{

int i, err;

FILE\* fd;

// Read in the lines from the data file

fd = fopen("/homes/dan/625/wiki\_dump.txt", "r");

for (i = 0; i < ARRAY\_SIZE; i++) {

err = fscanf(fd, "%[^\n]\n", char\_array[i]);

if (err == EOF) break;

line\_lengths[i] = strlen(char\_array[i]);

char\_sums[i] = 0;

}

fclose(fd);

}

void count\_array()

{

int i, j;

#pragma omp parallel private(i,j) num\_threads(4)

{

#pragma omp for collapse(2)

for (i = 0; i < ARRAY\_SIZE; i++) {

for (j = 0; j < STRING\_SIZE; j++) {

char\_sums[i] += ((int)char\_array[i][j]);

}

}

} //omp parallel

}

void print\_results()

{

int i;

float total = 0;

for (i = 0; i < ARRAY\_SIZE; i++) {

if (line\_lengths[i] > 0)

total = (char\_sums[i]) / ((float)line\_lengths[i]);

else

total = 0;

printf("%d: %.1f\n", i, total);

}

}

int main()

{

int i, j = 0;

struct timeval t1, t2;

double elapsedTime;

int numSlots, myVersion = 1;

processMem\_t myMem;

gettimeofday(&t1, NULL);

printf("DEBUG: starting loop on %s\n", getenv("HOSTNAME"));

// Fill arrays with lines from file, line lengths, or zeros

init\_arrays();

// Count values of the characters

count\_array();

// Print out the results

print\_results();

gettimeofday(&t2, NULL);

GetProcessMemory(&myMem);

elapsedTime = (t2.tv\_sec - t1.tv\_sec) \* 1000.0; //sec to ms

elapsedTime += (t2.tv\_usec - t1.tv\_usec) / 1000.0; // us to ms

printf("DATA, %d, %s, %f, %u, %u\n", myVersion, getenv("SLURM\_NTASKS"), elapsedTime, myMem.virtualMem, myMem.physicalMem);

}

openmp\_sbatch.sh

#!/bin/bash -l

##$ -l h\_rt=0:00:01 # ask for 1 minute runtime

/homes/jrizzo/cis520Proj4/3way-openmp/openmp #change to match the path to your code

mass\_sbatch.sh

#!/bin/bash

for i in 1 2 4 8 16

do

sbatch --nodes=1 --constraint=elves --mem-per-cpu=1500M --ntasks-per-node=$i --nodes=1 openmp\_sbatch.sh

done