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**Objective:** Implement a framework for automatically estimating the age of adolescents from T1 weighted MRI scans and a suite of machine learning methods.

**Motivation:**

Accurate modeling of a healthy patient’s age based on brain imaging is an explored problem. Over the last 10 years, several studies have attempted to understand the normal aging process in humans and use it for early identification of pathologic brain developments. Most of this work has been dedicated to adult patients and the prediction of Alzheimer’s Disease; however, there has been a lack of focus on development and age prediction specifically in adolescents. We will attempt to fill this gap and accurately predict normal adolescent ages from structural MRIs of their brains. This provides a framework for describing delayed or accelerated brain maturation, namely in patients diagnosed with Congenital Heart Disease whose brains appear to have delayed development.

**Methods:**

*Data*

The data for this study will be retrieved from the ABCD Repository which houses all the data from the Adolescent Brain and Cognitive Development (ABCD) study. The ABCD Study is a longitudinal investigation on brain development conducted by 21 different investigators from across the United States (Casey et al, 2018). The data we will be requesting from the repository are the minimally processed T1-weighted MRI scans of healthy adolescents’ brains(ages 12 to 19). We will request access to the repository through the University of Pittsburgh’s Office of Sponsored Research(OSR) who will help submit a Data Access Request to the National Institute of Mental Health Data Archive (NDA) who maintains the repository. Dr. Rafael Ceschin will help communicate with the OSR and will be the designated Principal Investigator of the study.

*Preprocessing*

Preprocessing of images will be done with the use of the FMRIB Software Library(FSL) and Python 3.6. All T1 weighted images will have the brains extracted, and gray matter (GM), white matter(WM) and cerebrospinal fluid(CSF) normalized and segmented within the same generative model. The bias fields will be corrected and the images will be registered with an affine registration(AF) to the MNI152 Atlas . Finally, to reduce noise and size, images will be passed through a gaussian filter and downsampled.

*Prediction*

To predict the ages, we will implement a number of machine learning tools and benchmark their effectiveness independently. This study will employ a supervised machine learning approach where we will supply the models a training set of images and their corresponding ages, and measure their effectiveness with a test set. The models includes Relevance Vector Regression (RVR), Support Vector Regression (SVR), Linear Regression with L1 and L2 Regularization (Elastinet), and finally, time permitting a 3Dimensional Convolutional Neural Network (3DCNN). SVRs and RVRs are both kernel based methods used in the original framework introduced by Franke et al. 2010. We also intend to use a linear regression model as this is a foundational method widely used and a good benchmark to compare the more advanced techniques. Finally, because deep learning methods have accomplished several feats in recent years, especially in the field of image classification and regression, we think it would be proper to also include a CNN to our list of methods. Since this is a regression task, the best way to compare the performances is to compute a Mean Absolute Error(MAE) for each tool. Lower errors would indicate better performance.

*Application to CHD*

Term born neonates born with Congenital Heart Disease (CHD) have been shown to have brains that are more akin to healthy preterm neonates (Panigrahy et al. 2016). Time permitting, once we develop a tool that satisfactorily predicts age of healthy adolescent patients, we will predict the ages of adolescents with history of CHD. In this way, we can test the potential of our tool to provide clinically relevant descriptions on the effects of CHD compared to healthy adolescents.

**Literature Review:**

Franke et al. (2010) proposed an initial relevance vector machine (RVM) model for predicting healthy adults’ (ages 19-86) age from their T-1 weighted brain MRI image with a mean absolute error of 5 years. Their pipeline involved several pre-processing steps including bias field correction, spatial normalization, grey matter segmentation, affine registration, a smoothing kernel, and PCA dimensionality reduction. Their method showed similar test accuracy for new scanners (not seen in training data). Additionally, relevance vector regression (RVR), the Bayesian alternative to support vector regression, provides probabilistic outputs and requires only one parameter (the kernel function).

Franke et al. (2012) extended their method to children (ages 5-18) and showed similar accuracy at estimating age as well as scanner invariance while still using a single T1-weighted brain MRI image (MAE=1.1,r=0.93). Brown et al. (2012) used multimodal brain imaging data in children (ages 3-20) to predict age with similar accuracy (MAE=1.0, r=0.96) using a model based on quantitative metrics like cortical thickness, segmented volumes, signal intensity, and water diffusivity. T1-, T2-, and diffusion-weighted images were used.

Recent approaches have used CNNs to predict brain age. Cole et al. (2017) demonstrated that CNNs can be used to accurately predict brain age (MAE=4.65, r=.94) without any preprocessing (beyond a rigid registration to ensure consistent orientation and spline interpretation to obtain a common voxel size and dimension). Huang et al. similarly used a VGG-based CNN to obtain high accuracy in healthy adults (MAE=4.0). Jonsson et al (2019) trained 4 ResNet-based CNNs for brain age, each corresponding with a different kind of image (T1, Jacobian map, GM, WM), then trained a simple linear regression model using the outputs from each CNN to obtain a weighted average brain age for each adult patient (MAE=3.518). Hong et al. (2020) use a CNN to predict brain age in children ages 0-5 with MAE=67.6 days, r=0.985.
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**Dummy Results:**

**Table 1.** Data Demographics

|  |  |  |
| --- | --- | --- |
|  | Training Set | Test Set |
| No. subjects |  |  |
| Males/females |  |  |
| Age mean (SD) |  |  |
| Age range |  |  |

**Table 2.** Comparison of Regression Methods

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | SVR | RVR | Lin Reg | CNN |
| Mean Absolute Error (MAE) |  |  |  |  |
| Root Mean Squared Error (RMSE) |  |  |  |  |
| Correlation (R) |  |  |  |  |
| Confidence Interval (CI) |  |  |  |  |