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Chapter 1

Linear Algebra

1.1 Vectors Space

[roadmap]

1.1.1 Vectors

Let’s quickly review the basics. An important set for us will be, for arbitrary N € N,
the set of all N-vectors, or vectors of length N. This set is denoted by RN, and a
typical element is of the form

X1

X2
X = ] where x;,, € R for each n

XN

(As usual, R = R1 represents the set of all real numbers, which is, in essence, the
union of the rational and irrational numbers.) Here x has been written vertically, as a
column of numbers, but we could also write it horizontally, like so: x = (x1, ..., xn).
At this stage, we are viewing vectors just as sequences of numbers, so it makes no
difference whether they are written vertically or horizontally. It's only when we
get to matrix multiplication that we have to concern ourselves with distinguishing
between column (vertical) and row (horizontal) vectors.
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The vector of ones will be denoted 1, while the vector of zeros will be denoted 0:
1 0
1:= : 0:= :
1 0
For elements of RN there are two fundamental algebraic operations: addition and
scalar multiplication. If x € RN and y € RY, then the vector sum is defined by

X1 Y1 X1+ 1

X 2 X2 + Y2
X+y:=: : + ]/ = : 4

XN YN XNt YN

If « € R, then the scalar product of « and x is defined to be

axXq

aXo
&x =

AXN

Thus, addition and scalar multiplication are defined in terms of ordinary addition
and multiplication in R, and computed element-by-element, by adding and multi-
plying respectively. Figures 1.1 and 1.1 show examples of vector addition and scalar
multiplication in the case N = 2. In the figure, vectors are represented as arrows,
starting at the origin and ending at the location in R? defined by the vector.

Remark: In some instances, the notion of scalar multiplication includes multiplica-
tion of vectors by complex numbers. In what follows we will work almost entirely
with real scalars, and hence scalar multiplication means real scalar multiplication
unless otherwise stated.

We have defined addition and scalar multiplication of vectors, but not subtraction.
Subtraction is performed element by element, analogous to addition. The definition
can be given in terms of addition and scalar multiplication. x —y := x+ (—1)y. An
illustration of this operation is given in figure 1.3. One way to remember this is to
draw a line from y to x, and then shift it to the origin.

The inner product of two vectors x and y in RY is denoted by x'y, and defined as
the sum of the products of their elements:

N
X'y = 2 XnYn

n=1
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Figure 1.1: Vector addition

—2x

Figure 1.2: Scalar multiplication
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X—y

Figure 1.3: Difference between vectors

Fact1.1.1. Forany «,f € Rand any x,y,z € RN, the following statements are true:

1. X'y = y'x
2. (ax)'(By) = aB(X'y)
3. X'(ay + Bz) = a(xy) + B(x'z)

These properties are easy to check from the definition. However, since this is our
tirst formal claim let’s step through one of the arguments carefully, just as an ex-
ercise: Consider the second equality, which is (ax)’(By) = aB(x'y). The claim is
that the stated equality holds for any &, 8 € R and any x,y € RN. To verify a “for
any” claim we have to show that the stated property holds for arbitrary choices of
these objects. Thus we start by saying pick any «, € R and any x,y € RN. By the
definitions of scalar multiplication and inner product respectively, we have

N
(ax)(By) = ;axnﬁyn

Passing the scalars out of the sum, we see that this equals af ZnN:1 XnYn, Which,
using the definition of inner product again, is «f(x’y). This verifies the claim.

Perhaps this style of argument seemed like overkill for such a simple statement. But
getting into the habit of constructing careful arguments will help you a great deal
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as we work through more complex material. One thing you'll find in particular if
you're still new to formal reasoning is that getting the first sentence of a proof right
(establishing exactly what it is you're going to show) is critical. If you get this right
the rest should flow more easily.

The (Euclidean) norm of a vector x € RY is defined as

N 1/2
x| := Vx'x := (Z x%) (1.1)
n=1

and represents the length of the vector x. (In the arrow representation of vectors in
figures 1.1-1.3, the norm of the vector is equal to the length of the arrow.)

Fact 1.1.2. For any & € R and any x,y € RY, the following statements are true:

1. ||x|]] > 0and ||x|| =0if and only if x =0
2. [|ax| = fa]lx]]

3. [x+yll <[]l +1lyll

4. Xyl <[]yl

The first two properties you can verify yourself without difficulty. Proofs for the
second two are a bit harder. The third property is called the triangle inequality,
while the fourth is called the Cauchy-Schwarz inequality. The proof of the Cauchy-
Schwarz inequality is given as a solved exercise after we’ve built up some more
tools (see exercise 3.6.13 below). If you're prepared to accept the Cauchy-Schwarz
inequality for now, then the triangle inequality follows, because, by the properties
of the inner product given in fact 1.1.1,

Ix+ylI> = (x+y)(x+y) =xx+2xy +yy <xXx+2|xy| +yy

Applying the Cauchy-Schwarz inequality leads to ||x + y||*> < (||x]| + ||y]|)?. Taking
the square root gives the triangle inequality.

Given two vectors x and y, the value ||x — y|| has the interpretation of being the
“distance” between these points. To see why, consult figure 1.3 again.
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1.1.2 Spans and Linear Subspaces

One of the most elementary ways to work with vectors is to combine them using
linear operations. Given K vectors x, ..., Xk in RY, a linear combination of these
vectors is a new vector of the form

K
y= Z“kaZDéleJr---HéKXK
k=1

for some collection of scalars a7, ..., ak (i.e., with a3 € R for all k).

Fact 1.1.3. Inner products of linear combinations satisfy the following rule:

K " K ]
<k21 ‘kak> (Zl ﬁm) =) le"kﬁjxllc}’j
= j= =

k=1 j=

Given any nonempty X C RY, the set of all vectors that can be made by (finite) lin-
ear combinations of elements of X is called the span of X, and denoted by span(X).
For example, the set of all linear combinations of X := {x1,...,xx} is

K
span(X) := { all vectors ) axi such that w := (ay,...,ax) € ]RK}
k=1

Example 1.1.1. Let X = {1} = {(1,1)} C R2. The span of X is all vectors of the
form a1 = (&, «) with & € R. This constitutes a line in the plane. Since we can take
a = 0, it follows that the origin 0 is in span(X). In fact span(X) is the unique line in
the plane that passes through both 0 and the vector 1 = (1,1).

Example 1.1.2. Let x; = (3,4,2) and let x, = (3,—4,0.4). This pair of vectors is
shown on the left-hand side of figure 1.4. The span of {x,x,} is a plane in R? that
passes through both of these vectors and the origin. The plane is shown on the
right-hand side of figure 1.4.

Let Y be any subset of RN, and let X := {xy,...,xx}. If Y C span(X), we say that the
vectors in X span the set Y, or that X is a spanning set for Y. This is a particularly
nice situation when Y is large but X is small, because it means that all the vectors in
the large set Y are “described” by the small number of vectors in X. We’ll have a lot
more to say about this idea.
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Figure 1.4: Span of x1, xo

Example 1.1.3. Consider the vectors {eq,...,eN} C RN, where e, has all zeros ex-
cept for a 1 as the n-th element:

1 0 0
0 1 0
€1 = . ’ € (= . ;2 N = .
0 0 1

The case of R? is illustrated in tigure 1.5. The vectors ey, .. ., ey are called the canon-
ical basis vectors of RN—we’ll see why later on. One reason is that {e1,...,en}
spans all of RN. To see this in the case of N = 2 (check general N yourself), observe
that for any y € R?, we have

() _(wn 0\ _ 1 0y _
= ()= () () =n o) ree () =mertue

Thus, y € span{ey, e;} as claimed. Since y is just an arbitrary vector in R?, we have
shown that {e;, e;} spans R2.

Example 1.1.4. Consider the set P := {(x1,x,0) € R3 : x,x, € R}. Graphically,
P corresponds to the flat plane in R3, where the height coordinate is always zero.
If we take e; = (1,0,0) and e; = (0,1,0), then given y = (y1,y2,0) € P we have
y = y1e1 + yzes. In other words, any y € P can be expressed as a linear combination
of e; and ey, and {ey, e, } is a spanning set for P.
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€ = (O, 1)

€1 — (1,0)

Figure 1.5: Canonical basis vectors in R?

Fact 1.1.4. Let X and Y be any two finite subsets of RN. If X C Y, then we have
span(X) C span(Y).

One of the key features of the span of a set X is that it is “closed” under the linear
operations of vector addition and scalar multiplication, in the sense that if we take
elements of the span and combine them using these operations, the resulting vectors
are still in the span.

To check that the span(X) is closed under vector addition for arbitrary nonempty
X C RN, just observe that if y,z € span(X), then we can express them as finite
linear combinations of elements of X, like so:

K K
y=) ax and z=)_ ax

Here each x; and x; is an element of X, and each & and «_ is a scalar. Adding y and
z gives

K K
y+z= Zockxk+ Za;{x,'(
k=1 k=1

which is yet another finite linear combination of elements of X. Hence span(X)
is closed under vector addition as claimed. Another easy argument shows that
span(X) is closed under scalar multiplication.

The notion of a set being closed under scalar multiplication and vector addition is
important enough to have its own name: A nonempty subset S of RY is called a
linear subspace (or just subspace) of RV if, for any x and y in S, and any « and 8 in
R, the linear combination ax + By is also in S.
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Example 1.1.5. It follows immediately from the proceeding discussion that if X is
any nonempty subset of RV, then span(X) is a linear subspace of RN. For this
reason, span(X) is often called the linear subspace spanned by X.

In R3, lines and planes that pass through the origin are linear subspaces. You will
get more of a feel for this as we go along. Other linear subspaces of R? are the
singleton set containing the zero element 0, and the set R? itself.

Fact 1.1.5. Let S be a linear subspace of RN. The following statements are true:

1. The origin 0 is an element of S.
2. If X C S, then span(X) C S.

3. span(S) = S.

1.1.3 Linear Independence

In some sense, the span of X := {xy,...,xx} is a measure of the “diversity” of the
vectors in X—the more diverse are the elements of X, the greater is the set of vectors
that can be represented as linear combinations of its elements. In particular, if X is
not very “diverse,” then some “similar” elements may be redundant, in the sense
that one can remove an element x; from the collection X without reducing its span.

Let’s consider two extremes. First consider the vectors e; := (1,0) and e; := (0,1)
in R? (figure 1.5). As we saw in example 1.1.3, the span {ey, e, } is all of R2. With just
these two vectors, we can span the whole plane. In algebraic terms, these vectors
are relatively diverse. We can also see their diversity in the fact that if we remove
one of the vectors from {e1, e;}, the span is no longer all of R2. In fact it is just a line
in R2. Hence both vectors have their own role to play in forming the span.

Now consider the pair e and x := —2e; = (—2,0), as shown in figure 1.6. This pair
is not very diverse. In fact, if y € span{e;, x}, then, for some a7 and a»,

y = a1e; + apx = ajeq + ap(—2)e; = (a; —2ap)e; € span{e;}

In other words, any element of span{e;, x} is also an element of span{e; }. We can
kick x out of the set {e;, x} without reducing the span.

Let’s translate these ideas into formal definitions. In general, the set of vectors X :=
{x1,...,xg} in RN is called linearly dependent if one (or more) vector(s) can be
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e = (1,0)

x = (—2,0)

Figure 1.6: The vectors e; and x

removed without changing span(X). We call X linearly independent if it is not
linearly dependent.

To see the definition of independence in a slightly different light, suppose that X :=
{x1,...,xg} is linearly dependent, with
span{xy,...,xg} = span{xy,...,Xx}

Since x; € span{xy,...,xg} certainly holds, this equality implies that
X1 € span{xy, ..., Xk}

Hence, there exist constants ay, ..., ax with
X1 = &pXp + -+ - ARXK

In other words, x; can be expressed as a linear combination of the other elements in
X. This is a general rule: Linear dependence means that at least one vector in the
set can be written as a linear combination of the others. Linear independence means
the opposite is true.

There is yet a third way to express linear independence, which is very succinct and
often the most useful condition to aim for when checking linear independence. It is
given as the first part of the next fact, which clarifies the various relationships.

Fact 1.1.6 (Definitions of linear independence). The following statements are all
equivalent definitions of linear independence of X := {xg,...,xx} C RN:

1. Ifagxq +-- -+ agxg =0thenay = - - - = ag = 0.

2. If Xy is a proper subset of X, then span(Xj) is a proper subset of span(X).!

1 A is a proper subset of Bif A C Band A # B.
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3. No vector in X can be written as a linear combination of the others.

Exercise 1.6.11 asks you to check all of these equivalences.

Perhaps the most important example of linearly independent vectors in RV is the
canonical basis vectors in example 1.1.3. Indeed, if &; # 0 for some j, then Zszl Kpep =
(a1,...,ag) # 0. More examples are given in the exercises.

Fact1.1.7. If X := {xy, ..., xg} is linearly independent, then

1. Every subset of X is linearly independent.
2. X does not contain 0.

3. X U {x} is linearly independent for all x € R" such that x ¢ span(X).

The proof is a solved exercise (exercise 1.6.12 on page 39).

One reason for our interest in the concept of linear independence lies in the follow-
ing problem: We know when a point in RN can be expressed as a linear combination
of some fixed set of vectors X. This is true precisely when that point is in the span
of X. What we do not know is when that representation is unique. It turns out that
the relevant condition is independence:

Theorem 1.1.1. Let X := {xq,...,xx} be any collection of vectors in RN. The following
statements are equivalent:

1. X is linearly independent.

2. Foreachy € span(X) there exists exactly one set of scalars aq, .. ., ag such that
K
y =) (1.2)
k=1

Proof. Let X be linearly independent and pick any y € span(X). Since y is in the
span of X, we know that there exists at least one set of scalars such that (1.2) holds.
Suppose now that there are two. In particular, suppose that y = YK | ax, =
YK | Bexe. It follows from the second equality that YK ;(ap — Bx)x¢ = 0. Using
fact 1.1.6, we conclude that ay = By for all k. In other words, the representation is
unique.
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On the other hand, suppose that for each y € span(X) there exists exactly one set of
scalars aq,...,ag such thaty = Zszl aXg. Since 0 € span(X) must be true (why?),
this implies that there exists only one set of scalars such that 0 = ZkK:l apXg. Since
x1 = .-+ = a = 0 has this property, we conclude that no nonzero scalars yield
0= Zszl axXy. In other words, X is linearly independent. O

1.1.4 Bases and Dimension

In essence, the dimension of a linear subspace is the minimum number of vectors
needed to span it. For example, consider the plane

P:= {(x1,x,0) € R®: xy, %, € R} (1.3)

from example 1.1.4. Intuitively, this plane is a “two-dimensional” subset of R3. This
intuition agrees with the definition above. Indeed, P cannot be spanned by one
vector, for if we take a single vector in R?, then the span created by that singleton is
only a line in R?, not a plane. On the other hand, P can be spanned by two vectors,
as we saw in example 1.1.4. Finally, while P can also be spanned by three or more
vectors, it turns out that one of the vectors will always be redundant—it does not
change the span. In other words, any collection of 3 or more vectors from P will be
linearly dependent.

Let’s discuss this more formally. We begin with the following deep result:

Theorem 1.1.2. If S is a linear subspace of RN and S is spanned by K vectors, then every
linearly independent subset of S has at most K vectors.

Put differently, if S is spanned by K vectors, then any subset of S with more than K
vectors will be linearly dependent. Many practical results lean on this theorem. The
proof is not particularly hard, but it is a little long. You can find it in most texts on
linear algebra (see, e.g., theorem 1.1 of [21]). Here’s an example of what we can do
with theorem 1.1.2.

Theorem 1.1.3. Let X := {xq,...,xn} be any N vectors in RN. The following statements
are equivalent:

1. span(X) = RN,

2. X is linearly independent.
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Proof. Suppose first that X is linearly independent. Seeking a contradiction, suppose
in addition that there exists an x € RN with x ¢ span(X). By fact 1.1.7 it then
follows that the N + 1 element set X U {x} C RY is linearly independent. Since RN
is spanned by the N canonical basis vectors, this statement stands in contradiction
to theorem 1.1.2.

Conversely, suppose that span(X) = RN but X is not linearly independent. Then,
by fact 1.1.6, there exists a proper subset Xy of X with span(Xy) = span(X). Since X,
is a proper subset of X it contains K < N elements. We now have K vectors spanning
RN. In particular, the span of K vectors contains the N linearly independent vectors
e}, ..., eN. Once again, this statement stands in contradiction to theorem 1.1.2. [

We now come to a key definition. If S is a linear subspace of RN and B is some finite
subset of RN, then B is called a basis of S if B spans S and is linearly independent.
Example 1.1.6. The pair {e, e} is a basis for the set P defined in (1.3).

Example 1.1.7. The set of canonical basis vectors {eq,..., ey} C RN described in
example 1.1.3 is linearly independent and its span is equal to all of RN (see page 7).
Asaresult, {eq,..., ey} is a basis for RN—as anticipated by the name.

As stated above, the dimension of a linear subspace is the minimum number of vec-
tors needed to span it. To formalize this idea, we will use the following fundamental
result about bases:

Theorem 1.1.4. If S is a linear subspace of RN distinct from {0}, then

1. S has at least one basis, and

2. every basis of S has the same number of elements.

The proof of part 1 can be found in any good text on linear algebra. See, for example,
theorem 1.1 of [21]. Part 2 follows from theorem 1.1.2 and is left as an exercise
(exercise 1.6.13).

If S is a linear subspace of RN, then common number identified in theorem 1.1.4 is
called the dimension of S, and written as dim(S). For example,

1. dim(P) = 2 for the plane in (1.3), because {ej, e} C R? is a basis.

2. dim(RN) = N, because {ey,...,ex} C RN is a basis.
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In RN the singleton subspace {0} is said to have zero dimension. A line {ax € RN :
« € R} through the origin is obviously one dimensional.

If we take a set of K vectors, then how large will its span be in terms of dimension?
The next lemma answers this question.

Lemma 1.1.1. Let X := {xq,...,xg} C RN. Then

1. dim(span(X)) < K.
2. dim(span(X)) = K if and only if X is linearly independent.
Proof. Regarding part 1, let B be a basis of span(X). By definition, B is a linearly in-

dependent subset of span(X). Since span(X) is spanned by K vectors, theorem 1.1.2
implies that B has no more than K elements. Hence, dim(span(X)) < K.

Regarding part 2, suppose first that X is linearly independent. Then X is a basis for
span(X). Since X has K elements, we conclude that dim(span(X)) = K. Conversely,
if dim(span(X)) = K then X must be linearly independent. For if X is not linearly
independent, then exists a proper subset Xy of X such that span(Xy) = span(X).
By part 1 of this theorem, we then have dim(span(Xp)) < #Xy < K — 1. Therefore,
dim(span(X)) < K — 1. Contradiction. O

Part 2 of lemma 1.1.1 is important in what follows, and also rather intuitive. It says
that the span of a set will be large when it’s elements are algebraically diverse.

Let’s finish this section with facts that can be deduced from the preceding results.

Fact 1.1.8. The following statements are true:

1. Let S and T be K-dimensional linear subspaces of RN. If S C T, then S = T.

2. If S is an M-dimensional linear subspace of RN where M < N, then S # RN.

The first part of fact 1.1.8 has many useful implications, one of which is that the only
N-dimensional linear subspace of RY is RV,

1.2 Linear Maps

[Roadmap]
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1.2.1 Linearity

There are many different classes of functions and perhaps the most important of
these is the class of linear functions. In high school one learns about linear func-
tions as those whose graph is a straight line. We need a more formal (and accurate)
definition: A function T: RK — RN is called linear if

T(ax + By) = aTx+ BTy forany x,y € RXand a, f € R

Remark: Mathematicians usually write linear functions with upper case letters and
omit the parenthesis around the argument where no confusion arises. It is a custom
of their tribe.

Example 1.2.1. The function T: R — R defined by Tx = 2x is linear because for
any «, B, x,y in R, we have

T(ax + By) = 2(ax + By) = a2x + B2y = aTx + BTy

Example 1.2.2. Given constants cy, . .., ck, the function T RKX — R defined by
K
Tx =T(x1,...,Xk) = ) CkXk
k=1

is linear, because if we take any «, f in R and x,y in RX then

K K K

T(ax+By) = ) cxlaxy + Byi] = a ) cxxe + B ) cxy = aTx + Ty
k=1 k=1 k=1

Example 1.2.3. The function f: R — R defined by f(x) = x? is nonlinear, because
ifwetakea = =x =y =1, then

flax+ By) = f(2) =4 while af(x)+Bf(y)=1+1=2

Thinking of linear functions as those whose graph is a straight line is incorrect. For
example, the function f: R — R defined by f(x) = 1+ 2x is nonlinear, because if
wetakea = B =x =y =1, then f(ax+ By) = f(2) = 5, while af(x) + Bf(y) =
3 + 3 = 6. This kind of function is actually called an affine function.

The range of a linear map is the span of the image of the canonical basis functions:

Lemma 1.2.1. If T: RX — RN is a linear map, then

mg(T) = span(V) where V :={Tey,...,Tex}
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Proof. Any x € RX can be expressed in terms of the basis vectors as Y~ _, a;ey, for
some suitable choice of scalars. Hence rng(T) is the set of all points of the form

K K
Ix=T [Z zxkek] = Z ockTek
k=1 k=1

as wevary ay,...,ag over all scalar combinations. This coincides with the definition
of span(V). O

For linear map T: RK — RY, the null space or kernel of T is defined as
ker(T) := {x € RX: Tx = 0}

Fact1.2.1. If T: RK — RN is linear, then

1. ker(T) is a linear subspace of RX.
2. ker(T) = {0} if and only if T is one-to-one.
The proofs are straightforward. For example, suppose that and Tx = Ty for arbi-

trary x,y € RX. Then x —y € ker(T). If ker(T) = {0} then it must be that x = y.
Since x and y were arbitrary we conclude that T is one-to-one.

1.2.2 Linear Maps from R" to RN

Linear functions from RN to itself (linear self-mappings) have an extremely neat and
useful property: They are onto if and only if they are one-to-one. In other words,
for linear self-mappings (maps from a space back into itself), the properties of being
one-to-one, onto and a bijection are all entirely equivalent. The next theorem gives
details.

Theorem 1.2.1. If T is a linear function from RN to RN then all of the following are
equivalent:

1. T is a bijection.
2. T is onto.

3. T is one-to-one.
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4. ker(T) = {0}.

5. The set of vectors V := {Tey, ..., Ten} is linearly independent.
If any one of these equivalent conditions is true, then T is called nonsingular. (In
other words, a function from R to itself is called a nonsingular function if it is a
linear bijection.) Otherwise T is called singular. The proof of theorem 1.2.1 is not

overly difficult given all the work we’ve already done. It is left as a (solved) exercise
(exercise 1.6.15).

If T is nonsingular, then, being a bijection, it must have an inverse function T~}
that is also a bijection (fact 4.2.1 on page 149). It turns out that this inverse function
inherits the linearity of T. In summary,

Fact 1.2.2. If T: RN — RY is nonsingular then sois T~ .

1.2.3 Linear Maps Across Dimensions

Theorem 1.2.1 only applies to linear maps between spaces of the same dimension.
Here are fundamental results for the other two cases (smaller to bigger and bigger
to smaller).

Theorem 1.2.2. For a linear map T from RK — RN, the following statements are true:
1. If K < N then T is not onto.

2. If K > N then T is not one-to-one.
The most important implication: If N # K, then we can forget about bijections.

Proof. Regarding part 1,let K < N and let T: RX — RN be linear. T cannot be onto,
for if T were onto then we would have rng(T) = RY, in which case the vectors in
V = {Tey,...,Tex} in lemma 1.2.1 would span RY, despite having only K < N
elements. This is impossible. (Why?)

The proof of part 2 is left as an exercise (exercise 1.6.16). O

1.3 Matrices and Linear Equations

[Roadmap]
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1.3.1 Basic Definitions

A N x Kmatrixis arectangular array A of real numbers with N rows and K columns,
written in the following way:

a1 4 -0 MK

azy 4az ---  A2K
A =

aN1 aN2 --- A4NK

Often, the values 4, in the matrix represent coefficients in a system of linear equa-
tions, such as
a11x1 +apXy + -+ a1gxg = by

ar1X1 + apxo + -+ - + argxg = by (1.4)

aN1X1 +anaxp + - - - +ankxg = by
We'll explore this relationship further after some more definitions.

In matrix A, the symbol a,,; stands for the element in the n-th row of the k-th column.
For obvious reasons, the matrix A is also called a vector if either N =1or K =1. In
the former case, A is called a row vector, while in the latter case it is called a column
vector. If Ais N x Kand N = K, then A is called square. When convenient, we
will use the notation row, (A) to refer to the n-th row of A, and col(A) to refer to
it’s k-th column.

The square matrix I where 1, k-th element is 1 if n = k and zero otherwise is called
the identity matrix, and denoted by I:

1 0 - 0

01 - 0
I:= .

00 - 1

Just as was the case for vectors, a number of algebraic operations are defined for
matrices. The first two, scalar multiplication and addition, are immediate general-
izations of the vector case: For v € R, we let

a1 a2 - MK Yai1r  yaip -+ Yaik

dp1 Az -+ 42K Yazr yaz - YAk
Y . . . = . ) .

AN1 AaN2 "+ ANK YAN1 YAN2 -t YANK
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while
app - AIK b - bk ap1 +byn - ax +bix
i ak | byp -+ bk | | axtban - kb
aN1 -+ ANK bn1 -0 bk an1 +bn1 -+ ank + bnk

In the latter case, the matrices have to have the same number of rows and columns
in order for the definition to make sense.

Now let’s look at multiplication of matrices. If A and B are two matrices, then their
product C := AB is formed by taking as it’s i, j-th element the inner product of the
i-th row of A and the j-th column of B. That is,

cij = row;(A)" col;( 2 a;xby;

Here’s the picture fori = j = 1:

an - MK bip -+ by ci1 vt Cyf
apr -+ Ak by -or by | c1 o oy
aN1 - ANK bki -+ by CN1 “* CNJ

Since inner products are only defined for vectors of equal length, this requires that
the length of the rows of A is equal to the length of the columns of B. In other words,
if Ais N x K and B is | x M, then we require K = |. The resulting matrix AB is
N x M. Here’s the rule to remember:

product of N x Kand K x Mis N x M

From the definition, it is clear that multiplication is not commutative, in that AB
and BA are not generally the same thing. Indeed BA is not well-defined unless
N = M also holds. Even in this case, the two are not generally equal. Other than
that, multiplication behaves pretty much as we’d expect:

Fact 1.3.1. For conformable matrices A, B, C and scalar « we have

1. A(BC) = (AB)C

2. A(B+C) =AB+AC



CHAPTER 1. LINEAR ALGEBRA 20

3. (A+B)C=AC+BC

4. AaB = «AB
Here, we are using the word “conformable” to indicate dimensions are such that
the operation in question makes sense. For example, we’ll say “for two conformable

matrices A and B, the product AB satisfies xyz” if the dimensions of A and B are
such that the product is well defined; and similarly for addition, etc.

You can verify that, assuming conformability, we always have
Al =TA =A

For this reason the identity matrix is sometimes called the “multiplicative unit”.

1.3.2 Matrices as Maps

The single most useful way to think of a matrix is as a mapping over vector space.
In particular, an N x K matrix A can be thought of as a map sending a vector x € RX
into a new vector y = Ax in RN. Among the collection of all functions from RX to
RV, these functions defined by matrices have a special property: they are all linear.

To see that this is so, take a fixed N x K matrix A and consider the function T: RX —
RN defined by Tx = Ax. To see that T is a linear function, pick any x, y in RX, and
any scalars & and B. The rules of matrix arithmetic (see fact 1.3.1) tell us that

T(ax + By) := A(ax + By) = Aax + ABy = aAx + BAy =: aTx + BTy
In other words, T is linear.

So matrices make linear functions. How about some examples of a linear functions
that don’t involve matrices? Actually we can’t give any such examples because there
are none:

Theorem 1.3.1. Let T be a function from RX to RN. The following are equivalent:

1. T is linear.

2. There exists an N x K matrix A such that Tx = Ax for all x € RK,

In other words, the set of linear functions from RX to RN and the set of N x K
matrices are in one-to-one correspondence.
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Proof. We've already proved one implication. Regarding the second, let T: RX —
RN be linear. We aim to construct a matrix A such that Tx = Ax for all x € RX. As
usual, let e; be the k-th canonical basis vector in RX. Define an N x K matrix A by
colg(A) = Tey. Pick any x = (x1,...,xg) € RX. We can also write x = Z,Ile Xi€-
By linearity we have
K
Tx =) xTe; = Z X colg(A)
k=1 k=1
This is just Ax, and we are done. O

K

Let A be an N x K matrix and consider the corresponding linear map T defined by
Tx = Ax. The range of this map is typically write span(A) instead of rng(T). That
is,

span(A) := {Ax: x € RX}

The reason for this notation is that the range of T, or the set of all Ax where x € RK,
is precisely the span of A’s columns:

span(A) = span{col;(A),...,colg(A)} (1.5)

(This is an important point. Please work through it using the definition of matrix
multiplication if you are not fully convinced that it’s true.) For obvious reasons, this
set is also called the column space of A. It is a linear subspace of RN. (Why?)

How large is the column space of a given matrix? To answer that question we have
to say what “large” means. In the context of linear algebra, size of subspaces is
usually measured by dimension. The dimension of span(A) is known as the rank
of A. That is,

rank(A) := dim(span(A))

A is said to have full column rank if rank(A) is equal to K, the number of its
columns. The reason we say “full” rank here is that, by definition, span(A) is
the span of K vectors. Hence, by part 1 of lemma 1.1.1 on page 14, we must have
dim(span(A)) < K. In other words, the rank of A is less than or equal to K. A is
said to have full column rank when this maximum is achieved.

When is this maximum achieved? By part 2 of lemma 1.1.1, this while be the case
precisely when the columns of A are linearly independent. Let’s state this as a fact:

Fact 1.3.2. Let A be an N x K matrix. The following statements are equivalent:

1. A is of full column rank.
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2. The columns of A are linearly independent.

3. If Ax =0, thenx = 0.

The last equivalence follows from fact 1.1.6 on page 10.

1.3.3 Square Matrices and Invertibility

The underlying problem driving much of this discussion is the need to solve systems
of equations of the form (1.4), which can be written more conveniently in matrix
notation as Ax = b. Ideally we want general conditions on A such that a solution
to this equation will always exist, plus a way to compute the solution.

There are a variety of scenarios depending on the properties of A. To narrow things
down, let’s concentrate for now on perhaps the most important case, where A is a
square N x N matrix. Let’s also aim for the best case: A set of conditions on A such
that, for every single b € RY, there exists exactly one x € RN such that Ax = b.

The best way to understand this problem is to recall the discussion in §1.2.1, where
we started to think about matrices as maps. Letting T be the linear map Tx = Ax,
the question we are asking here is when does each point in RN have one and only
one preimage under T. In other words, when is T a bijection?

Recall from §1.2.2 that linear bijections have a special name—they are called non-
singular functions. Moreover, theorem 1.2.1 on page 1.2.1 gives us all sorts of nice
equivalences for this property. For example, it’s enough to know that Tx = Ax is
one-to-one, or onto, or that the image of the set of canonical basis vectors is linearly
independent. The next theorem simply replicates these equivalences in the language
of matrices.

Theorem 1.3.2. For N x N matrix A, the following are equivalent:

1. The columns of A are linearly independent.
2. rank(A) = N.

3. span(A) = RN.

4. If Ax = Ay, then x =y.

5. If Ax =0, then x = 0.
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6. Foreachb € RN, the equation Ax = b has a solution.

7. Foreach b € RN, the equation Ax = b has a unique solution.

Obtaining a proof of theorem 1.3.2 is just a matter of going back to theorem 1.2.1
on page 16 and checking the implications for Tx = Ax. For example, with a bit
of algebra you should be able to convince yourself that linear independence of
{Tey,..., Ten} is equivalent to linear independence of the columns of A.

Following common usage, if any of the equivalent conditions in theorem 1.3.2 are
true we will call not just the map T but also the underlying matrix A nonsingu-
lar. If any one and hence all of these conditions fail, then A is called singular. A
nonsingular matrix sometimes also referred to as invertible.

Theorem 1.3.3. For nonsingular A the following statements are true:

1. There exists a square matrix B such that AB = BA = 1, where where 1 is the identity
matrix. The matrix B is called the inverse of A, and written as A~ 1.

2. Foreach b € RN, the unique solution to Ax = b is given by

x=A"1pb (1.6)

Proof. Let T be the linear map associated with A via Tx = Ax. Since A is nonsin-
gular, T is also, by definition, nonsingular, and hence, by fact 1.2.2 on page 17, has
a nonsingular inverse T~!. Being nonsingular, T~ is necessarily linear, and hence,
by theorem 1.3.1 on page 20, there exists a matrix B such that T~!x = Bx for all x.
By the definition of the inverse we have

ABx = T(Tl(x)) = x = Ix

Since this holds for any x we have AB = I (see exercise 1.6.27). A similar argument
shows that BA = L.

Regarding the second claim, A~1b is a solution to Ax = b, since AA~1b = Ib = b.
Uniqueness follows from theorem 1.3.2 (and in particular the fact that nonsingular-
ity of A includes the implication that the map x — Ax is one-to-one). O

The next handy fact tells us that to to prove that B is an inverse of A, it suffices to
show either that B is a “left inverse” or that B is a “right inverse”. A short proof is
given in §1.3.4.
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Fact 1.3.3. Let A be an N x N matrix. If there exists a N x N matrix B such that
either AB = I or BA = I, then A is nonsingular and A~! = B.

The next fact collects more useful results about inverse matrices.

Fact 1.3.4. If A and B are nonsingular and a # 0, then

2. (@A) '=a"TA"1, and

3. (AB)"! =B 1AL

The relation (AB)~! = B~'A~1 is just a special case of the analogous rule for inver-
sion of bijections—see fact 4.2.1 on page 149.

1.3.4 Determinants

To each square matrix A, we can associate a unique number det(A) called the de-
terminant of A. The determinant is a bit fiddly to describe, but it turns out to give a
neat one-number summary of certain useful properties.

To begin, let S(N) be the set of all bijections from {1, ..., N} to itself, also called the
set of permutations on {1,..., N}. For m € S(N) we define the signature of 7T as

T mi(m) — e(n)

sgn(m) := —

m<n
The determinant of N x N matrix A is then given as
N
det(A) :== Y sgn(m) [ | ar(uyn
meS(N) n=1

In the 2 x 2 case it can be show that this definition reduces to

a b
det( o 4 > =ad — bc (1.7)

Solving for determinants of most larger matrices is a fiddly task, best left for com-
puters. However, the determinant has many neat properties that can be used for
proving various results.
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Fact 1.3.5. If I is the N x N identity, A and B are N x N matrices and « € R, then

1. det(I) =1

2. A is nonsingular if and only if det(A) # 0
3. det(AB) = det(A) det(B)

4. det(aA) = aN det(A)

5. det(A™1) = (det(A)) 7},

As an example of how these facts can be useful, let’s establish fact 1.3.3. Fix square
matrix A and suppose that a right inverse B exists, in the sense that AB = 1. This
equality immediately implies that both A and B are nonsingular. Indeed, if we apply
det to both sides of AB = I and use the rules in fact 1.3.5 we get det(A) det(B) = 1.
It follows that both det(A) and det(B) are nonzero, and hence both matrices are
nonsingular.

The rest is just a mopping up operation. To show that B is the inverse of A, we just
need to check that, in addition to AB = I we also have BA = 1. To obtain the latter
equality from the former, premultiply the former by B to get BAB = B, and then
postmultiply by B! to get BA = 1. The proof for the left inverse case is similar.

1.3.5 Solving Equations with Tall Matrices

In §1.3.3 we talked about solving equations of the form Ax = b when A is square.
Now let’s turn to the case where A is N x Kand K < N. Such a system of equations
is said to be overdetermined. This corresponds to the situation where the number
of equations (equal to N) is larger than the number of unknowns (the K elements of
x). Intuitively, in such a situation, we may not be able find a x that satisfies all N
equations.

To repeat, we seek a solution x € RX to Ax = b with K < N and b € RV given.
As discussed in §1.3.2, A can be viewed as a mapping from RX to RN. A solution
to Ax = b exists precisely when b lies in the range of this map. As discussed on
page 21, its range is the linear subspace of RN spanned by the columns of A:

span(A) := {all vectors Ax with x € RX} =: column space of A
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Given our assumption that K < N, the scenario b € span(A) is very rare. The
reason is that the dimension of span(A), which is precisely the rank of A, is less than
or equal to K (see §1.3.2) and hence strictly less than N. We known from fact 1.1.8 on
page 14 that such a space is not equal to RN, where b lives. In fact we can say more:
All K-dimensional subspaces of RN are “negligible,” and hence the “chance” of b
happening to lie in this subspace is likewise small. For example, consider the case
where N = 3 and K = 2. Then the column space of A forms at most a 2 dimensional
plane in R3. Intuitively, this set has 10 volume because planes have no “thickness,”
and hence the chance of a randomly chosen b lying in this plane is essentially zero.?

As a result, the standard approach is to admit that an exact solution may not exist,
and instead focus on finding a x € RX such that Ax is as close to b as possible. This
problem is taken up in §3.3.2, after we have developed tools sufficient to tackle it.

1.3.6 Solving Equations with Wide Matrices

Now let’s turn to the case where A is N x K and K > N. In this setting the system of
equations Ax = b is said to be underdetermined, meaning that the number of equa-
tions (equal to N) is strictly smaller than the number of unknowns (the K elements
of x). Intuitively, in such a situation, we may not have enough information to pin
down a unique solution x. Indeed, by theorem 1.2.2 on page 17, the map x — Ax
cannot be one-to-one in this setting. In fact the following is true.

Fact 1.3.6. If A is N x K, the equation Ax = b has a solution and K > N, then the
same equation has an infinity of solutions.

Unlike overdetermined systems, working with underdetermined systems is rela-
tively rare in econometrics and economics more generally. It usually means that
you have insufficient theory to pin down the endogenous variables in your model—
you need to find another equation (an arbitrage condition, a feasibility constraint,
etc.) before the model can be solved. In other words, the problem is not how to
tind a clever method to solve underdetermined systems. Rather, it is to better un-
derstand the underlying economic problem, and write down a system that is fully
determined.

2More formally, if K < N then any K dimensional subspace of RN has Lebesgue measure zero in
RN. This result is available in most texts on measure theory.
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1.4 Other Matrix Operations

[Roadmap]

1.4.1 Types of Matrices

For a square N x N matrix A, the N elements of the form a,, forn = 1,...,N are
called the principal diagonal:

a1 412 - AIN
dap1 dzp -+ 2N
aAN1 4an2 -+ ANN

A square matrix A is called diagonal if all entries off the principal diagonal are zero.
For example, the identity matrix is diagonal. The following notation is often used to
define diagonal matrices:

d 0 - 0
_ 0 dp -+ 0
dlag(dl,...,dN) = . . .

The k-th power of a square matrix A is written A¥ and indicates A - - - A with k terms.
If it exists, the square root of A is written A!/2 and defined as the matrix such that
AlZA12 s A

With diagonal matrices we can compute powers, roots, inverses and products very
easily:

Fact 1.4.1. Let C = diag(cy,...,cn) and D = diag(dy, ..., dn). The following state-
ments are true:

1. CD = diag(cldl, NN /CNdN)-
2. D* = diag(d%, ..., dY,) forany k € N.
3. If d, > 0 for all , then D!/ exists and equals diag(v/dy, ..., Vdn).

4. If d,, # 0 for all n, then D is nonsingular and D 1= diag(d;l, .. .,d;]l).
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You can check part 1 from the definition of matrix multiplication. The other parts
follow directly.

A square matrix is called lower triangular if every element strictly above the princi-
ple diagonal is zero. It is called upper triangular if every element strictly below the
principle diagonal is zero. For example, in

100 1 2 3
L:=| 250 and U:= 056
361 0 01

the matrices L and U are lower and upper triangular respectively. The great advan-
tage of triangular matrices is that the associated linear equations are trivial to solve
using either forward or backward substitution. For example, with the system

1 00 X1 X1 bl
250 X2 = 2x1 + 5x7 = by
361 X3 3x1 +6x7 + x3 bs

the top equation involves only x;, so we can solve for its value directly. Plugging
that value into the second equation, we can solve out for x; and so on.

Fact 1.4.2. If A = (ay) is triangular, then det(A) = H,Zq\le Apn-

1.4.2 Transpose and Trace

The transpose of N x K matrix A is a K x N matrix A’ such that col,(A’) = row, (A).

For example, given
10 40
1 35
A( ) o (139) 0

30 60
10 20 30
Al = B =
( 40 50 60 ) ( )

Fact 1.4.3. For conformable matrices A and B, transposition satisfies

the transposes are

g1 W =
N =N
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1 A/)/

3. (A+B) =A'+P.

(

2. (AB) = B'A’.
(

4. (

cA)" = cA’ for any constant c.

Fact 1.4.4. For each square matrix A, we have

1. det(A’) = det(A), and
2. If A is nonsingular then so is A/, and (A’)~! = (A71)".
A square matrix A is called symmetricif A’ = A. This is equivalent to the statement

that a,; = ay, for every k and n. Note that A’A and AA’ are always well-defined
and symmetric.

The trace of a square matrix is the sum of the elements on its principal diagonal:

a1 412 - 41N
azr dpp -+ 2N

trace . . . = Z Ann
AN1 Aa4N2 *** 4NN

Fact 1.4.5. Transposition does not alter trace: trace(A) = trace(A’).
Fact 1.4.6. If A and B are N X N matrices and « and B are two scalars, then
trace(aA + BB) = atrace(A) + B trace(B)

Moreover, if A is N x M and B is M x N, then trace(AB) = trace(BA).

The rank of a matrix can be difficult to determine. One case where it is easy is where
the matrix is idempotent. A square matrix A is called idempotent if AA = A.

Fact1.4.7. If A is idempotent, then rank(A) = trace(A).



CHAPTER 1. LINEAR ALGEBRA 30
1.4.3 Eigenvalues and Eigenvectors

Let Abe N x N. Asin § 1.3.2, think of A as a linear map, so that Ax is the image of
x under A. In general A will map x to some arbitrary new location but sometimes x
will only be scaled. That is,

Ax = Ax (1.9)

for some scalar A. If x and A satisfy (1.9) and x is nonzero, then x is called an eigen-
vector of A, A is called an eigenvalue and (x, A) is called an eigenpair. For example,
if I is the N x N identity then (1,x) is an eigenpair of I for every nonzero x € RV.
Evidently any scalar multiple of an eigenvector of A is also an eigenvector of A.

We can given many other examples of matrices with eigenpairs. But what about the

matrix
0 -1
R =
Sy

This matrix induces counter-clockwise rotation on any point by 90°. For any real
number A and x € R? the scaling in (1.9) clearly fails. However, if we admit the
possibility that A and the elements of x can be complex we find that (1.9) can hold.
Thus, for this rotation matrix, you will be able to confirm that A = i and x = (1, —i)’
is an eigenpair for R. This example shows that contemplation of complex eigenpairs
is useful. Hence an eigenpair is always taken to be complex valued unless explicitly
stated to be real.

Fact 1.4.8. If Ais N x N and I is the N x N identity, then A is an eigenvalue of A if
and only if
det(A — AI) =0

For the 2 x 2 matrix in (1.7), one can use the rule for the 2 x 2 determinant in (1.7),
fact 1.4.8 and a little bit of algebra to show that its eigenvalues are given by the two
roots of the polynomial expression

A% —(a+d)A+ (ad —bc) =0

More generally, given any N x N matrix A, it can be shown via the fundamental
theorem of algebra that there exist complex numbers A4, ..., Ay, not necessarily dis-

tinct, such that
N
det(A —AI) = [[(An—A) (1.10)

n=1
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It is clear that each A, satisfies det(A — A,I) = 0 and hence is an eigenvalue of A.
In particular, A4, ..., Ay is the set of eigenvalues of A, although we stress again that
not all are necessarily distinct.

Fact 1.4.9. Let Abe N x N and let Ay, ..., Ay be the eigenvalues defined in (1.10).
The following statements are true:

1. det(A) =TT, Ay

2. trace(A) = YN A,

3. If A is symmetric, then A, € R for all n.

4. If A is nonsingular, then the eigenvalues of A ltarel/Aq,...,1/AN.

5. If A = diag(dy,...,dy), then A, = d,, for all n.

It follows immediately from item 1 of fact 1.4.9 that A is nonsingular if and only if
all its eigenvalues are nonzero.

1.4.4 Similar Matrices

An important concept in the field of dynamic systems is conjugacy. For example, let
f: A — A where A is any set. We are often interested in the evolution of sequences
defined recursively by such maps:

a1 = f(ar), ap= agiven pointin A

Evidently this sequence also satisfies a; = f*(ap), where f! is the t-th composition of
f with itself.

Even when f is known, the properties of f! are not always easy to discern. In this
situation it can help to have another map g: B — B that is conjugate to f. That is,
there exists some bijection 7: B — A such that

f:TogoT_1

This means that f(a) = t(g¢(t!(a))) for alla € A. Observe that, under this conju-

gacy,
f2:foj":Togo*r_lo’fogoT_l:Togzo"f_1
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B
[ ] [ ]
P! P
[ [ ]
X A Ax

Figure 1.7: A is similar to B

In other words, f2 is likewise conjugate to ¢2. An inductive argument shows that
the same is true for all t, so f! = 7o ¢! o T=1. This is handy if computing g is in
some sense easier than computing f*. We'll see an example of this in just a moment.

In the case of linear maps—that is, matrices—it is natural to study conjugacy in a
setting where the bijection is also required to be linear. In most texts this is called
similarity. In particular, matrix A is said to be similar to a matrix B if there exists an
invertible matrix P such that A = PBP~!. Figure 1.7 shows the conjugate relation-
ship of the two matrices when thought of as maps.

As a special case of the reasoning for f and g given above, we get

Fact 1.4.10. If A is similar to B, then A’ is similar to B! for all t € N.

As discussed above, similarity of A to a given matrix B is most useful when B is
somehow simpler than A, or more amenable to a given operation. About the sim-
plest kind of matrices we work with are diagonal matrices. Hence similarity to a
diagonal matrix is particularly desirable. If A is similar to a diagonal matrix, then A
is called diagonalizable.

One instance where this scenario is useful is in studying A’ for some given t € N. If
A is diagonalizable with A = PDP ! for some D = diag(Aq,...,AN), then, in view
of fact 1.4.10 and fact 1.4.1 on page 27, we have

Al = Pdiag(AL, ..., AL)P!

In this expression we’ve used the symbol A, for the scalars, which is reminiscent of
our notation for eigenvalues. There is a reason for this:
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Theorem 1.4.1. Let A be an N x N matrix. The following statements are true:

1. If A = PDP~! for some D = diag(Aq,...,An), then (col,(P),A,) is an eigenpair
of A for each n.

2. Conversely, if A had N linearly independent eigenvectors, then A can be diagonalized
via A = PDP~!, where (col,,(P), A,) is an eigenpair of A for each n.

Proof. If A = PDP~! then AP = PD. Equating the n-th column on each side gives
Apy = Anpn, where p,, := col,,(P). Thus, to show that (p,, Ay) is an eigenpair, we
need only check that p; is not the zero vector. In fact this is immediate, because if it
was the zero vector then P would not be invertible. (Why?)

Conversely, if A has N linearly independent eigenvectors pq, ..., pn, then by form-
ing P via col, (P) = p, and taking D = diag(A4, ..., AN) where A, is the eigenvalue
associated with p;,, we can stack the individual vector equations Ap, = A,p, into
the matrix form AP = PD. Using the invertibility implied by linear independence,
we then have A = PDP~ L. In particular, A is diagonalizable. O

1.4.5 Matrix Norm and Neumann Series

Consider the vector difference equation x;11 = Ax; + b, where x; € RN represents
the values of some variables of interest (e.g., consumption, investment, etc.) at time
t, and A and b form the parameters in the law of motion for x;. One question of
interest for such systems is whether or not there is a vector x € RN such that x; = x
implies x; 11 = x. In other words, we seek a x € RN that solves the system of
equations

x=Ax+b, where AisN x NandbisN x 1

In considering this problem we can get some insight from the scalar case x = ax + b.
Here we know that if |a| < 1, then this equation has the solution

The second equality follows from elementary results on geometric series.

It turns out a very similar result is true in RN if we replace the condition |a| < 1
with [|A|| < 1 where ||A|| is the matrix norm or operator norm of A. This is defined
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for any N x K matrix A as

A := max{ :x € RK, x # 0} (1.11)

Note that in this (standard) notation there are two different norms in play. The
left hand side is a matrix norm. The norm expressions on the right hand side are
ordinary Euclidean vector norms.

The matrix norm behaves very much like the Euclidean norm. For example,

Fact 1.4.11. For any N x K matrices A and B, the matrix norm satisfies

1. ||A|| = 0if and only if all entries of A are zero.

2. ||aA|| = |al|||A]| for any scalar a.
3. |A+ B[l < [|A[l +|[B|.
4. If A is a square matrix, then

|A|| = max{A!/2: A is an eigenvalue of A’A} (1.12)

Returning to the problem at hand, it’s clear from (1.11) that if ||A|| < 1, then any
nonzero point is “contracted” by A, in the sense of being pulled closer to the origin
(i-e., ||Ax|| < ||x]]). In this sense its implications are similar to |a| < 1 in the scalar
case. In particular, we have the following parallel result:

Theorem 1.4.2. Let b be any vector in RN and let 1 be the N x N identity. If A is an
N x N matrix with ||AJ|| < 1 for some j € N, then 1 — A is invertible, and the system of
equations X = Ax + b has the unique solution

x=(1-A)"'"b=b) A
i=0

The second equality means that b ¥ A’ converges to (I — A)~'b as k — co. The
infinite sum is called the Neumann series associated with A.

One way to test the conditions of theorem 1.4.2 is to use (1.12). Another is to use the
following fact, which restricts the eigenvalues of A directly, rather than A’A. Tt is
based on the spectral radius, which is defined for square A as

0(A) := max{|A| : A is an eigenvalue of A} (1.13)
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Here |A| is the modulus of the possibly complex number A. In particular, if A =
a +ib, then |A| = (a® +b*)V/2. If A € R then this reduces to the usual notion of
absolute value.

Fact 1.4.12. If o(A) < 1, then ||A/|| < 1 for some j € N.

1.4.6 Quadratic Forms

We’ve spent a lot of time discussing linear maps, one class of which is the linear
real-valued maps. By theorem 1.3.1 we know that any linear map from RN to R
takes the form x — x'a for some vector a € RN. The next level of complexity is
quadratic real-valued maps. To describe them, let A be N x N and symmetric, and
let x be N x 1. The quadratic function or quadratic form on RN associated with A
is the map Q defined by

To give a simple illustration, let N = 2 and let A be the identity matrix I. In this
case,

Qx) = [|x* = x} + 23
A 3D graph of this function is shown in figure 1.8.

One thing you'll notice about this function is that its graph lies everywhere above
zero, or Q(x) > 0. In fact we know that ||x||? is nonnegative and will be zero only
when x = 0. Hence the graph touches zero only at the point x = 0. Many other
choices of A yield a quadratic form with this property. Such A are said to be positive
definite. More generally, an N X N symmetric matrix A is called

e nonnegative definite if X’ Ax > 0 for all x € RN,

e positive definite if X’ Ax > 0 for all x € RN with x # 0,

e nonpositive definite if X’ Ax < 0 for all x € RN, and

e negative definite if X’ Ax < 0 for all x € RN with x # 0.
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Figure 1.8: The quadratic function Q(x) = x3 + x3

Figure 1.9: The quadratic function Q(x) = —x3 — x3
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Figure 1.10: The quadratic function Q(x) = x3/2 + 8x1x3 + x3 /2

If A fits none of these categories then A is called indefinite. Figure 1.9 shows the
graph of a negative definite quadratic function. Now the function is hill-shaped,
and 0 is the unique global maximum. Figure 1.10 shows an indefinite form.

The easiest case for detecting definiteness is when the matrix A is diagonal, since
A = diag(dy,...,dy) implies Q(x) = dix% +--- +dnx%

From the right hand expression we see that a diagonal matrix is positive definite
if and only if all diagonal elements are positive. Analogous statements are true for
nonnegative, nonpositive and negative definite matrices. The next fact generalizes
this idea and is proved in §3.1.2.

Fact 1.4.13. Let A be any symmetric matrix. A is

1. positive definite if and only if its eigenvalues are all positive,

2. negative definite if and only if its eigenvalues are all negative,

and similarly for nonpositive and nonnegative definite.
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It immediately follows from fact 1.4.13 (why?) that

Fact 1.4.14. If A is positive definite, then A is nonsingular, with det(A) > 0.

Finally, here’s a necessary (but not sufficient) condition for each kind of definiteness.

Fact 1.4.15. If A is positive definite, then each element a,, on the principal diagonal
is positive, and the same for nonnegative, nonpositive and negative.

1.5 Further Reading

To be written.

1.6 Exercises

Ex. 1.6.1. Given two vectors x and y, show that |||x|| — ||y]|| < [|x — y]|.

Ex. 1.6.2. Use fact 1.1.2 on page 5 to show that if y € RN is such that y’x = 0 for
every x € RN, theny = 0.

Ex. 1.6.3. Fix nonzero x € RN. Consider the optimization problem

maxx'y subjectto y & RNand |yl =1
y

Show that the maximizer is X := x/|x|| 4

Ex. 1.6.4. Show that if S and S’ are two linear subspaces of RN, then SN S’ is also a
linear subspace of RY.

Ex. 1.6.5. Show that every linear subspace of RN contains the origin 0.

Ex. 1.6.6. Show that the vectors (1,1) and (—1,2) are linearly independent.”

SHint: Use the triangle inequality.

“Hint: There’s no need to go taking derivatives and setting them equal to zero. An easier proof
exists. If you're stuck, consider the Cauchy-Schwarz inequality.

SHint: Look at the different definitions of linear independence. Choose the one that’s easiest to
work with in terms of algebra.
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Ex. 1.6.7. Leta € RN and let A := {x € RN : a’x = 0}. Show that A is a linear
subspace of RVN.

Ex. 1.6.8. Let Q be the subset of R> defined by
Q:= {(X1,x2,X3) € RS : Xp = X1+ X3}
Is Q a linear subspace of R3? Why or why not?

Ex. 1.6.9. Let Q be the subset of R? defined by
Q:={(x1,x2,x3) ER>: xp = 1}
Is Q a linear subspace of R3? Why or why not?

Ex. 1.6.10. Show that if T: RN — RY is a linear function and A is any scalar, then
E:= {x € RN : Tx = Ax} is a linear subspace of RN.

Ex. 1.6.11. Prove the equivalences in fact 1.1.6 on page 10.
Ex. 1.6.12. Prove fact 1.1.7 on page 11.

Ex. 1.6.13. Show that if S is a linear subspace of RN then every basis of S has the
same number of elements.

Ex. 1.6.14. Prove fact 1.1.8 on page 14.
Ex. 1.6.15. Prove theorem 1.2.1 on page 16.
Ex. 1.6.16. Show that if T: RK — RN is linear and K > N, then T is not one-to-one.

Ex. 1.6.17. Prove the claim in fact 1.4.14 on page 38 that if A is positive definite, then
A is nonsingular. If you can, prove it without invoking positivity of its eigenvalues.

Ex. 1.6.18. Prove fact 1.4.15 on page 38.

Ex. 1.6.19. Show that for any two conformable matrices A and B, we have (AB) ! =
B 1A-1S6

Ex. 1.6.20. Let A be a constant N x N matrix. Assuming existence of the inverse
A1, show that (A")~! = (A1)

®Hint: Look at the definition of the inverse! Always look at the definition, and then show that the
object in question has the stated property.
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Ex. 1.6.21. Show that if e; and e; are the i-th and j-th canonical basis vectors of RN
respectively, and A is an N X N matrix, then eﬁAe]' = ajj, the i, j-th element of A.

Ex. 1.6.22. Prove fact 1.3.6 on page 26.

a=(53) =0 7)

1. A is nonnegative definite.

Ex. 1.6.23. Let

Show that

2. B is not positive definite.

Ex. 1.6.24. Let Ay, ..., Aj be invertible matrices. Use proof by induction and fact 1.3.4
on page 24 to show that the product of these matrices is invertible, and, in particular,
that

(A1A; - - .A])*l = A]*1 . -A2’1A1’1

Ex. 1.6.25. Show that for any matrix A, the matrix A’A is well-defined (i.e., multi-
plication is possible), square, and nonnegative definite.

Ex. 1.6.26. Show that if A and B are positive definite and A + B is well defined, then
it is also positive definite.

Ex. 1.6.27. Let A be N x K. Show that if Ax = 0 for all K x 1 vectors x, then A = 0
(i.e., every element of A is zero). Show as a corollary that if A and B are N x K and
Ax = Bx for all K x 1 vectors x, then A = B.

Ex. 1.6.28. Let Iy be the N x N identity matrix.

1. Explain briefly why Iy is full column rank.
2. Show that I is the inverse of itself.

3. Let A := aIy. Give a condition on « such that A is positive definite.

Ex. 1.6.29. Let X := Iy — 2uu’, where u is an N X 1 vector with ||u|| = 1. Show that
X is symmetric and XX = Iy.

Ex. 1.6.30. Recall the definition of similarity of matrices, as given in §1.4.4. Let’s
write A ~ B if A is similar to B. Show that ~ is an equivalence relation on the set
of N X N matrices. In particular, show that, for any N x N matrices A, B and C, we
have (i) A ~ A, (ii) A ~ B implies B ~ A and (iii) A ~ B and B ~ C implies A ~ C.
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Ex. 1.6.31. Confirm the claim in fact 1.4.8 on page 30.
Ex. 1.6.32. Show that A is nonsingular if and only if 0 is not an eigenvalue for A.
Ex. 1.6.33. Show that the only nonsingular idempotent matrix is the identity matrix.

Ex. 1.6.34. Let 1 be an N x 1 vector of ones. Consider the matrix

1
Z:= 11
N
1. Show that if x is any N x 1 vector, then Zx is a vector with all elements equal

to the mean of the elements of x.

2. Show that Z is idempotent.

1.6.1 Solutions to Selected Exercises

Solution to Exercise 1.6.3. Fix nonzero x € RN. Let x := x/||x|. Comparing this
point with any other y € RN satisfying ||y|| = 1, the Cauchy-Schwarz inequality
yields

xX'x

yx < |y'x| < llylllixll = lIxIl = T = X>

Hence % is the maximizer, as claimed. O

Solution to Exercise 1.6.7. Let x,y € A and let «, 3 € R. We must show that z :=
ax + By € A, or, equivalently, a’z = a’(ax + By) = 0. This is immediate, because
a'(ax + Py) = wad'x+ pa'y =0+0=0. O

Solution to Exercise 1.6.8. If a := (1,—1,1), then Q is all x with a’x = 0. This set is
a linear subspace of R3, as shown in exercise 1.6.7. O

Solution to Exercise 1.6.11. We are asked to verify the equivalences in fact 1.1.6 on
page 10 for the set X := {xq,...,xx }. The right way to do this is to establish a cycle,
such as part 1 implies part 2 implies part 3 implies part 1. It is then clear that part i
implies part j for any i and j.

First let’s show that part 1 implies part 2, which is that if X is a proper subset of X,
then span(Xj) is a proper subset of span(X). To save fiddly notation let’s take X; :=
{x2,...,xk}. Suppose to the contrary that span(Xy) = span(X). Since x; € span(X)
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we must then have x; € span(Xj), from which we deduce the existence of scalars
ay,...,ag such that 0 = —xq + arxp + - - - + agxg. Since —1 # 0, this contradicts
part 1.

The next claim is that part 2 implies part 3; that is, that so vector in X can be
written as a linear combination of the others. Suppose to the contrary that x; =
apXy + - - - + agXg, say. Lety € span(X), so thaty = Bix; + --- + Brxk. If we
use the preceding equality to substitute out x;, we get y as a linear combination of
{x2,...,xk} alone. In other words, any element of span(X) is in the span of the
proper subset {xy, ..., xg }. Contradiction.

The final claim is that part 3 implies part 1; that is, that &y = - - - = ag = 0 whenever
a1X] + - - - + agxg = 0. Suppose to the contrary that there exist scalars with a1x; +
-+ agxg = 0 and yet oy # O for at least one k. It follows immediately that x;, =
(1/a) Y2k ajx;. Contradiction. O

Solution to Exercise 1.6.12. The aim is to prove fact 1.1.7 on page 11. Regarding
the first part, let’s take X as linearly independent and show that the subset Xy :=
{x1,...,xKg-1} is linearly independent. (The argument for more general subsets is
similar.) Suppose to the contrary that Xj is linearly dependent. Then by the defini-
tion we can take a1, ..., ag_1 not all zero with 2115;11 axxg = 0. Letting ax = 0 we can
write this as Z,Ile arx = 0. Since not all coefficients are zero we have contradicted
linear independence of X.

Regarding the second claim, let X := {xq,...,xx} be linearly independent and sup-
pose that x; = 0. Then by setting ay = 0 for k # j and a; = 1 we can form scalars
not all equal to zero with Y'X | a;x; = 0.

Regarding the third claim, let X := {xq,...,xx} C RN be linearly independent and
let xg ;1 be any point in RN such that xx 1 ¢ span(X). The claim is that X U {xg1}
is linearly independent. Suppose to the contrary that there exist ay, ..., ag, a1 not
all zero such that lefill axxy = 0. There are two possibilities for a1, both of which
lead to a contradiction: First, if ax+1 = 0, then, since wq,...,ag, ag+1 are not all
zero, at least one of 1, . .., ag are nonzero, and, moreover, 2,1{(:1 KX = 2115211 KX =
0. This contradicts our assumption of independence on X. On the other hand, if
a1 # 0, then from ZkK;Lll axXxx = 0 we can express Xk 1 as a linear combination of
elements of X. This contradicts the hypothesis that xg+1 ¢ span(X). O

Solution to Exercise 1.6.13. Let By and B, be two bases of S, with K; and K, ele-
ments respectively. By definition, B, is a linearly independent subset of S. More-
over, S is spanned by the set B;, which has K; elements. Applying theorem 1.1.2, we
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see that B, has at most K; elements. That is, K, < Kj. Reversing the roles of B; and
B gives K; < K. ]

Solution to Exercise 1.6.14. The aim is to prove fact 1.1.8 on page 14. Suppose that
S and T are K-dimensional linear subspaces of RN with S C T. We claim that
S = T. To see this, observe that by the definition of dimension, S is equal to span(B)
where B is a set of K linearly independent basis vectors {b,...,bx}. If S # T,
then there exists a vector x € T such that x ¢ span(B). In view of fact 1.1.6 on
page 10, the set {x, by, ..., bk} is linearly independent. Moreover, since x € T and
since B C S C T, we now have K + 1 linearly independent vectors inside T. At
the same time, being K-dimensional, we know that T is spanned by K vectors. This
contradicts theorem 1.1.2 on page 12.

Regarding part 2, suppose that S is an M-dimensional linear subspace of R where
M < N and yet S = RN. Then we have a space S spanned by M < N vectors that at
the same time contains the N linearly independent canonical basis vectors. We are
led to another contradiction of theorem 1.1.2. Hence S = RY cannot hold. O

Solution to Exercise 1.6.15. A collection of equivalent statements are usually proved
via a cycle of implications, suchas1 = 2 = -.-- = 5 == 1. However in
this case the logic is clearer if we directly show that all statements are equivalent to
linear independence of V.

First observe equivalence of the onto property and linear independence of V' via
Tonto <= rmg(T) =RY <= span(V) =RN

by lemma 1.2.1, and the last statement is equivalent to linear independence of V by
theorem 1.1.3 on page 12.

Next let’s show that ker(T) = {0} implies linear independence of V. To this end,
suppose that ker(T) = {0} and let ay,...,ay be such that Y, «,Te, = 0. By
linearity of T we then have T(Y)_; a,e,) = 0. Since ker(T) = {0} this means that
ZnN:1 aye, = 0, which in view of independence of {ey,...,ex}, impliesa; = -- - =
an = 0. This establishes that V is linearly independent.

Now let’s check that linear independence of V implies ker(T) = {0}. To this end, let
x be a vector in RN such that Tx = 0. We can represent x in the form Y- _; e, for
suitable scalars {a, }. From linearity and Tx = 0 we get YV, a,Te, = 0. By linear
independence of V this implies that each a,, = 0, whence x = 0. Thus ker(T) = {0}
as claimed.
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From fact 1.2.1 we have ker(T) = {0} iff T is one-to-one, so we can now state the
following equivalences

T onto <= V linearly independent <= T one-to-one (1.14)

Finally, if T is a bijection then T is onto and hence V is linearly independent by
(1.14). Conversely, if V is linearly independent then T is both onto and one-to-one
by (1.14). Hence T is a bijection. O

Solution to Exercise 1.6.16. Let T be as described in the exercise and let K > N.
Seeking a contradiction, suppose in addition that T is one-to-one. Let {a;}K | be
such that YK | a Te; = 0. By linearity, T(Ck_, axe;) = 0, and since T is one-to-one
and T0 = 0, this in turn implies that Zle «rer = 0. Since the canonical basis vectors
are linearly independent, it must be that a; = - - - = ag = 0. From this we conclude
that {Tey, ..., Tex} is linearly independent. Thus R" contains K linearly indepen-
dent vectors, despite the fact that N < K. This is impossible by theorem 1.1.2 on
page 12. [

Solution to Exercise 1.6.17. Let A be positive definite and consider the following: If
A is singular, then there exists nonzero x with Ax = 0 (see theorem 1.3.2 on page 22).
But then x’ Ax = 0 for nonzero x. Contradiction. O]

Solution to Exercise 1.6.18. If x = e,, then xX’Ax = 4,,,. The claim follows. O

Solution to Exercise 1.6.22. Since the columns of A consist of K vectors in RY, the
fact that K > N implies that not all of the columns of A are linearly independent.
(Recall theorem 1.1.2 on page 12.) It follows that Az = 0 for some nonzero z in
RK, and hence that AAz = 0 for any scalar A. Now suppose that some x solves
Ax = b. Then, for any A € R, we have Ax + AAz = A(x + Az) = b. This proves
the claim. O]

Solution to Exercise 1.6.28. The solutions are as follows: (1) I is full column rank
because its columns are the canonical basis vectors, which are independent. (2) By
definition, B is the inverse of A if BA = AB = Iy. It follows immediately that Iy
is the inverse of itself. (3) A sufficient condition is « > 0. If this holds, then given
x # 0, we have x'aInyx = «al|x||? > 0. O
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Solution to Exercise 1.6.29. First, X is symmetric because
X' = (Iy —2uu) =1y —2(uv’) = Iy —2(u)'u' = Iy —2uu’ =X
Second, XX = I, because

XX = (Iy — 2uu’) (I — 2uu’) = IyIy — 2In2uu’ + (2uu’) (2uu’)
= Iy — 4uu’ + 4uv'uu’ = Iy — 4uu’ + 4uu’ = Iy

The second last equality is due to the assumption that u’u = ||ul|?> = 1. O

Solution to Exercise 1.6.33. Suppose that A is both idempotent and nonsingular.
From idempotence we have AA = A. Premultiplying by A~! gives A = I. O



Chapter 2

Probability

[Roadmap]

2.1 Probabilistic Models

We begin with some foundations of probability theory. These involve a few set
theoretic operations—see Appendix 4.1 for a review.

2.1.1 Sample Spaces

In setting up a probabilistic model, we always start with the notion of a sample
space, which we think of as being the enumeration or “list” of all possible outcomes
in a given random experiment. In general, the sample space can be any nonempty
set, and is usually denoted (). A typical element of () is denoted w. The general idea
is that a realization of uncertainty will lead to the selection of a particular w € Q.

Example 2.1.1. Let Q) := {1,...,6} represent the six different faces of a dice. A
realization of uncertainty corresponds to a roll of the dice, with the outcome being
an integer w in the set {1,...,6}.

The specification of all possible outcomes (2 is one part of our model. The other
thing we need to do is to assign probabilities to outcomes. One idea is to start by
assigning appropriate probabilities to every w in (). It turns out that this is not the

46



CHAPTER 2. PROBABILITY 47

right way forward. Instead, the standard approach is to directly assign probabilities
to subsets of () instead. In the language of probability theory, subsets of () are called
events. The set of events is usually denoted by F, and we follow this convention.!

Below we attach probabilities to events using notation P(B), where B is an event
(i.e., B € F). The symbol P(B) should be interpreted as representing “the probabil-
ity that event B occurs.” The way you should think about it is this:

IP(B) represents the probability that when uncertainty is resolved and
some w € () is selected by “nature,” the statement w € B is true.

To illustrate, consider again example 2.1.1. Let B be the event {1,2}. The number
IP(B) represents the probability that the face w selected by the roll is either 1 or 2.

Let Q) be any sample space. Two events we always find in F are Q) itself and the
empty set @, the latter because the empty set is regarded as being a subset of every
set. In this context, () is called the certain event because it always occurs (regard-
less of which outcome w is selected, w € () is true by definition). The empty set @
is called the impossible event.

Remark 2.1.1. Why not start the other way, assigning probability to individual points
w € (), and then working out the probability of events by looking at the probability
of the points contained in those events? In fact this approach fails in many cases.
For example, suppose we take () to be the interval (0, 1) and set up a model where
all numbers in (0,1) are “equally likely.” In this scenario, it can be shown that the
probability of an event of the form (a,b) is just the length of the interval, or b — a.
Moreover, the probability of an individual point x € (0,1) occuring should be less
than the probability of some point in the interval (x — €, x 4 €) occuring. Hence the
probability of hitting x is less than 2e for any € we choose. No positive number is
less than 2¢ for any €. Hence the probability of x must be zero. As a result, we
can’t build probabilities of events from probabilities of individual elements, since
the probability of hitting any given point is zero. There is no way to build up a
proper probabilistic model with this information alone.

1T"'m skirting some technical details here. In many situations, we exclude some of the more “com-
plex” subsets of () from F because they are so messy that assigning probabilities to these sets causes
problems for the theory. See §2.1.4 for more discussion.

2Why? Because in mathematics every sensible mathematical statement must be either true or
false, so @ C () must be true or false. To show the statement true, we need to show that every element
of @ is also in (). Since @ contains no elements we cannot test this statement directly. However it is
certain not false, since no counterexample can be given. As a result we regard it to be true.
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2.1.2 Probabilities

The second stage of our model construction is to assign probabilities to elements of
F. This is done with a function P that maps F to [0,1]. In order to make sure our
model of probability is well behaved, we need to put certain restrictions on [P. For
example, we wouldn’t want to have a B with P(B) = —93, as negative probabilities
don’t make much sense. These restrictions are imposed in the next definition:

A probability P on (Q), F) is a function from F to [0, 1] that satisfies

1. P(Q) =1, and

2. Additivity: P(AUB) = P(A) + P(B) whenever A,B € F with ANB = Q.

Together, the triple (Q), F,P) is called a probability space. It describes a set of
events and their probabilities for a given experiment. Confession: I've simplified the
standard definition of a probability space slightly to avoid technical discussions that we don’t
need to go into right now. An outline of the technical issues can be found in §2.1.4.

The axioms in the definition of a probability are sensible. For example, it’s clear why
we require P(Q)) = 1, since the realization w will always be chosen from Q) by its
definition. Also, the additivity property is natural: To find the probability of a given
event, we can determine all the different (i.e., disjoint) ways that the event could
occur, and then sum their probabilities. The examples below reinforce this idea.

Example 2.1.2. Let Q) := {1,...,6} represent the six different faces of a dice, as in
example 2.1.1. We define a function P over all A € F by

#A
P(A) := < where #A := number of elements in A (2.1)

For example, P{2,4,6} = 3/6 = 1/2. Let’s check the axioms that define a proba-
bility. It’s easy to see that 0 < P(A) < 1 for any A € F, and that P(QQ) = 1. Re-
garding additivity, suppose that A and B are two disjoint subsets of {1, ...,6}. Then
#(A U B) = #A + #B, since, by disjointness, the number of elements in the union is
just the number contributed by A plus the number contributed by B. Hence

#AUB) _#A+#B _#A #B _
6 6 6 6

P(AUB) = P(A) + P(B)
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In the definition of P, additivity was defined for pairs of sets, but this is enough
to imply additivity over any disjoint finite union. In particular, if Ay,..., Aj are
disjoint in the sense that A; N A; = @ whenever i # j, then

P (U, 4)) = i]P(Aj)

j=1
also holds. See exercise 2.8.1.

Example 2.1.3. Continuing example 2.1.2, if we roll the dice, the probability of get-
ting an even number is the probability of getting a 2 plus that of getting a 4 plus that
of getting a 6. Formally,

P{2,4,6} =P[{2} U {4} U {6}]
= P{2} +P{4} + P{6} =1/6+1/6+1/6 =1/2

Example 2.1.4. Consider a memory chip in a computer, made up of billions of tiny
switches. Imagine that a random number generator accesses a subset of N switches,
setting each one to “on” or “off” at random. One sample space for this experiment
is

Qo :={(b1,...,bxN) : by € {on, off} for each n}

Letting zero represent off and one represent on, we can also use the more practical
space
Q:={(by,...,bn) : b, € {0,1} for each n}

Thus, () is the set of all binary sequences of length N. As our probability, we define
P(A) :=2"N(#A)

To see that this is indeed a probability on (3, F) we need to check that 0 < P(A) <1
forall A C Q, that P(Q)) = 1, and that P is additive. Exercise 2.8.7 asks you to
confirm that P is additive. That P(Q)) = 1 follows from the fact that the number of
distinct binary sequences of length N is 2N.

Now let’s go back to the general case, where (Q), F,P) is an arbitrary probability
space. From the axioms above, we can derive a suprising number of properties.
Let’s list the key ones, starting with the next fact.

Fact 2.1.1. Let (Q), F, P) be a probability space, and let A, B € F.If A C B, then
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1. P(B\ A) = P(B) — P(A);
2. P(A) <P(B);

3. P(AS) := P(Q\ A) = 1 — P(A); and
1. P(Q) = 0.

These claims are not hard to prove. Regarding the part 1, if A C B, then we have B =
(B\ A) U A. (Sketch the Venn diagram.) Since B \ A and A are disjoint, additivity
of P now gives

P(B) =P(B\ A) +P(A) (whenever A C B)

This equality implies parts 1-4 of fact 2.1.1. Rearranging gives part 1, while nonneg-
ativity of IP gives part 2. Specializing to B = () gives part 3, and setting B = A gives
part 4.

The property that A C B implies P(A) < P(B) is called monotonicity, and is fun-
damental. If A C B, then we know that B occurs whenever A occurs (because if
w lands in A, then it also lands in B). Hence, the probability of B should be larger.
Many crucial ideas in probability boil down to this one point.

Fact 2.1.2. If A and B are any (not necessarily disjoint) events, then

P(AUB) =P(A)+P(B) —P(ANB)

It follows that for any A, B € F, we have P(A U B) < P(A) + P(B). This is called
subadditivity. Thus, probabilities are subadditive over arbitrary pairs of events and
additive over disjoint pairs.

2.1.3 Dependence and Independence

If A and B are events, then the conditional probability of A given B is

P(AN B)

P(AIB) = 5

(2.2)
It represents the probability that A will occur, given the information that B has oc-
curred. For the definition to make sense, it requires that P(B) > 0. Events A and B
are called independent if

P(ANB) =P(A)P(B) (2.3)

If A and B are independent, then the conditional probability of A given B is just the
probability of A.
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Example 2.1.5. Consider an experiment where we roll a dice twice. A suitable sam-
ple space is the set of pairs (i, j), where i and j are between 1 and 6. The first element
i represents the outcome of the first roll, while the second element j represents the
outcome of the second roll. Formally,

Q:={(,j):ije{l,...,6}}

For our probability, let’s define P(E) := #E /36. (Here elements of E are pairs, so #E
is the number of pairs in E.) Now consider the events

A:={(i,j) € Q:iiseven} and B:={(i,j) € Q:jiseven}
In this case we have
ANB={(i,j) € Q:iand jareeven}

We can establish (2.3), indicating independence of A and B under P. To check this
we need to be able to count the number of elements in A, B and A N B. The basic
principle for counting ordered tuples is that the total number of possible tuples is the
product of the number of possibilities for each element. For example, the number of
distinct tuples

(i,j,k) wherei € I,j € Jand k € K

is (#I) x (#]) x (#K). Hence, the number of elements in A is 3 x 6 = 18, the number
of elements in B is 6 x 3 = 18, and the number of elementsin AN Bis3 x 3 =9. As
a result,

P(ANB)=9/36=1/4=(18/36) x (18/36) = P(A)P(B)

Thus, A and B are independent, as claimed.

A very useful result is the law of total probability, which says the following: Let
A € Fandlet By, ..., By be a partition of (), so that B;;, € F for each m, BiNBy =0
when j # k,and UM_ B,, = Q. If P(B,,) > 0 for all m, then

M
P(A) = ZlP(A\Bm) -P(By)

The proof is straightforward, although you should check that the manipulations of
intersections and unions if you have not seen them before:

P(A) = PIAN (UM, By)] = PIUM, (AN By)]
Y P(ANBW) = Y P(A]By)  P(By)

m=1 m=1
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Example 2.1.6. Suppose we flip a coin to decide whether to take part in a poker
game. If we play the chance of losing money is 2/3. The overall chance of losing
money (LM) that evening is

P{LM } = P{LM |play}P{play} + P{LM | don’t play}P{don’t play}

which is (2/3) x (1/2) 40 x (1/2) = 1/3.

2.1.4 Technical Details

As alluded to above, in the presentation of probability spaces I've swept some tech-
nical details under the carpet to make the presentation smooth. These details won't
affect anything that follows, and this whole course can be completed successfully
without knowing anything about them. Hence you can skip this section on first
reading. Nevertheless, if you intend to keep going deeper into probability and
statistics, eventually you will have to work your way through them. So let’s note
them as points for future study.

First, it turns out that assigning probabilities to all subsets of an arbitrary set (2
in a consistent way can be quite a difficult task. The reason is that if () is relatively
large—a continuum, say—then it contains an awful lot of subsets, and some of them
can be manipulated to exhibit very strange phenomena. (Look up the Banach-Tarski
paradox for a hint of what I mean.) Because of this we usually take our set of events
F to be a “well behaved” subset of the subsets of (), and only assign probabilities to
elements of F.

How to choose F? As stated above, we don’t just choose freely because doing so
will make it hard to form a consistent theory. Instead, the usual method is to start
with a collection of sets that are reasonable and well behaved, and then permit ex-
tention to other sets than can be obtained from the original sets by some standard
set operations.

For example, let’s suppose that A € F, so that P(A) is well defined, and represents
the “probability of event A.” Now, given that we can assign a probability to the
event A, it would be a bit unfortunate if we couldn’t assign a probability to the event
“not A”, which corresponds to A°. So normally we require that if A € F, then A®
F. When this is true, we say that F is “closed under the taking of complements”.

Also, let’s suppose that A and B are both in F, so we assign probabilities to these
events. In this case, it would be natural to think about the probability of the event
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“A and B”, which corresponds to A N B. So we also require that if A and B are in F,
then A N B is also in F. We say that F is “closed under the taking of intersections.”

Perhaps we should also require that if A and B are in F, then A U B is also in F?
Actually, we don’t have to, because (see fact 4.1.1 on page 145),

AUB = (A°NB°)°

Thus, if F is closed under the taking of complements and intersections, then F is
automatically closed under the taking of unions.

There is one more restriction that’s typically placed on F, which is the property
of being closed under “countable” unions. This just means that if Ay, Ay,...is a
sequence of sets in F, then its union is likewise in F. Since the details don’t matter
here we won't discuss it further. When F satisfies all these properties and contains
the whole space () it is called a c-algebra. Almost all of advanced probability rests
on event classes that form c-algebras.

Also, in standard probability theory there is a restriction placed on the probability
P that has not yet been mentioned, called countable additivity. The definition of
countable additivity is that if Aj, Ay, ... is a disjoint sequence of sets in F (disjoint
means that A; N A; = @ for any i # j), then

P(UjA;) :=P{w € Q:w € A;forsome i} = ) P(A;)
i=1

Why strengthen additivity to countable additivity? Countable additivity works be-
hind the scenes to make probability theory run smoothly (expectations operators are
suitably continuous, and so on). None of these details will concern us in this course.

If you wish, you can learn all about c-algebras and countable additivity in any text
on measure theory. There are many beautiful books on this subject. One of my
favorites at the introductory level is Williams (1991).

2.2 Random Variables

[Roadmap]
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2.2.1 Definition and Notation

In elementary probability courses, a random variable is defined as a “value that
changes randomly,” or something to that effect. This isn’t a very satisfying defini-
tion. The proper definition of a random variable is a function from a sample space
() into R. Think of it this way:

1. “Nature” picks out an element w in () according to some probability.

2. The random variable now sends this w into numerical value x(w).

Thus random variables convert outcomes in sample space—which can be any kind
of object—into numerical outcomes. This is valuable because numerical outcomes are
easy to order, add, subtract, etc. In other words, random variables “report” the
outcome of an experiment in a format amenable to further analysis.’

Example 2.2.1. Consider the sample space
Q= {(by,by,...) : by € {0,1} for each n}

Q) is called the set of all infinite binary sequences. (This is an infinite version of
the sample space in example 2.1.4. Imagine a computer with an infinite amount of
memory.) Consider an experiment where we flip a coin until we get a “heads”. We
let O represent tails and 1 represent heads. The experiment of flipping until we get a
heads can be modeled with the random variable

x(w) = x(by,by,...) =min{n € N:b, =1}

The number of heads in the first 10 flips is given by the random variable

10
y(w) :y(blle/-w) = Z bn
n=1

As per the definition, x and y are well-defined functions from () into R.*

3I'm skipping some technical details again. If ) is a continuum, then, when identifying random

variables with the class of all functions from () to IR, we typically exclude some particularly compli-
cated functions. The remaining “nice” functions are called the measurable functions. These are our
random variables. In this course we will never meet the nasty functions, and there’s no need to go
into further details. Those who want to know more should consult any text on measure theory (e.g.,
Williams, 1991).

41s this true? What if v = wy is an infinite sequence containing only zeros? Then {n € N : b, =
1} = @. So what is x(wy). The convention here is to set min @ = oo. This is reasonable, but now x
is not a map into IR, because it can take the value co. However, in most applications this event has
probability zero, and hence we can ignore it. For example, we can set x(wp) = 0 without changing
anything significant. Now we’re back to a well-defined function from (2 to R.
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Before going further, let’s discuss a common notational convention with random
variables that we’ve adopted above and that will be used below. With a random
variable x, you will often see notation such as

{x has some property}
This is a shorthand for the event
{w € O : x(w) has some property }

We'll follow this convention, but you should translated it backwards and forwards
in your mind to start off with. To give an example, consider the claim that, for any
random variable x,

P{x <a} <P{x <b} whenever a<b (2.4)

This is intuitively obvious. The mathematical argument goes as follows: Pick any
a,b € R with a < b. We have

{x<a}={weO:x(w) <a} C{weD:x(w) <b} =:{x <1}

where the inclusion C holds because if w is such that x(w) < a, then, since a < b,
we also have x(w) < b. (Any w in the left-hand side is also in the right-hand side.)
The result in (2.4) now follows from monotonicity of P (fact 2.1.1 on page 49).

Example 2.2.2. Recall example 2.1.4, with sample space
Q:={(b,...,bn) : b, € {0,1} foreach n}

The set of events and probability were defined as F := all subsets of Q and P(A) :=
2-N(#A). Consider a random variable x on () that returns the first element of any
given sequence. That is,

x(w)=x(by,...,bn) = by
The probability that x = 1is 1/2. Indeed,

P{x=1}:=P{w e Q:x(w) =1} =P{(by,...,by) : b =1}

The number of length N binary sequences with b; = 1is 2N~!, so P{x = 1} = 1/2.
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2.2.2 Finite Random Variables

Aside from trivial random variables that take one value no matter what happens
(and hence provide no information), the simplest kind of random variables are bi-
nary or Bernoulli random variables. A binary random variable is a random variable
that takes values in {0,1}. While binary random variables are by themselves rather
limited, in fact they play a role analogous to basis vectors in RY. In particular, a
great variety of random variables can be constructed as linear combinations of bi-
nary random variables. Things like expectation of a random variable can then be
defined in terms of these primitive components. This section explores these ideas.

There is a generic way to create binary random variables, using indicator functions.
If Q is a statement, such as “on the planet Uranus, there exists a tribe of three-headed
monkeys,” then 1{Q} is considered as equal to 1 when the statement Q is true, and
zero when the statement Q is false. Hence, 1{Q} is a binary indicator of the truth of
the statement Q. Another common variation on the notation is, for arbitrary C C (),

1 ifweC

le(w) i=: 1{w € C} :=
clw) t J {O otherwise

Note that 1 is a binary random variable. In fact, when you think about it, any
binary random variable has the form

x(w) =1c(w) :=: 1{w € C} (2.5)

where C is some subset of (). Indeed, if x is any binary random variable, we can
write x in the form of (2.5) by setting C := {w € O : x(w) = 1}.

From binary random variables we can create finite random variables. A finite ran-
dom variable is a random variable with finite range (see 4.2 for the definition of
range). We can create finite random variables by taking linear combinations of bi-
nary random variables. For example, let A and B be disjoint subsets of (). The
random variable x defined by

x(w) =slg(w) + tlp(w) (2.6)

is a finite random variable taking the value s when w falls in A, t when w falls in B,
and zero otherwise. Figure 2.1 shows a graph of x when () = R.

In fact any finite random variable can be expressed as the linear combinations of
binary random variables. Thus we take as our generic expression for a finite random
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Figure 2.1: Finite random variable x(w) = slx(w) + t1p(w)

variable the expression
J
x(w) =) sjla;(w) (2.7)
j=1
Whenever we work with this expression we will always assume that

e thescalars sy, ..., s are distinct, and
e thesets Ay,..., Aj form a partition of ().

By a partition we mean that A; N A; = @ wheni # j,and U;A; = Q).

Fact 2.2.1. If x is the random variable in (2.7), then, for all j,
1. x(w) =s;ifand only if w € A;.

3. ]P{x = S]} = ]P(A])

Convince yourself of these results before continuing. (The second two statements
follow from the first.)
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2.2.3 Expectations

Our next task is to define expectations of random variables and state their basic
properties. The idea behind expectations is that they give a kind of weighted aver-
age value, defined as the sum of all possible values of of the variable, weighted by
their probabilities. Let’s start with the finite case, where things are clearest. Letting
x be as defined in (2.7), the expectation of x is

J
E[x]:= ) s/P(A)) (2.8)
j=1

To understand this expression, recall from fact 2.2.1 that P(4;) is also P{x = s;}, so
we can also write

J
E[x] = Z sij{x = s]-}
j=1

As required, the expectation is the sum of the different values that x may take,
weighted by their probabilities.

We can already make some important observations.

Fact2.2.2. E[14] = P(A) forany A € F.

Fact 2.2.2 seems trivial but in fact it represents the fundamental link between prob-
abilities and expectations. To see why it holds, observe that 14(w) = 1 X T4(w) +
0 X Tac(w). Applying (2.8), we get E[14] =1 x P(A) +0 x P(A°) = P(A).

Fact2.23. If« € R, then E [a] = a.

The right way to understand this is to take a to be the constant random variable
aln. From (2.8), the expectation of this constant is E [¢] := E [aln] = aP(Q) = a.

How about expectation for arbitrary random variables, such as those with infinite
range? The same mode of definition doesn’t work but this presents no major prob-
lem because any random variable can be well approximated by finite random vari-
ables. A finite approximation x, to an arbitrary random variable x is shown in
figure 2.2. This approximation can be improved without limit if we allow the finite
approximation to take a larger and larger number of distinct values.

Hence we can take a sequence {x,} of finite random variables converging to any
selected arbitrary random variable x. The expectation of x is then defined as

E [x] := lim E [x,] (2.9)

n—o00



CHAPTER 2. PROBABILITY 59

Xn

Q

Figure 2.2: Finite approximation to a general random variable

To complete the definition we need to make sure that this limit makes sense. There
are a couple of issues that arise here. Suppose first that x is nonnegative (i.e., x(w) >
0 for all w € Q). It turns out that the sequence {x,} approximating x can then
be chosen so that [E [x,] is monotone increasing, and therefore must converge to
something. While that something can be +oco, this causes no real problem as we just
say that [ [x] = oo.

If x is not nonnegative then some thought will convince you that we can write it as
the sum x = x* —x~, where x* (w) := max{x(w),0} and x~ (w) := — min{x(w),0}.
Both x* and x~ are nonnegative random variables. The expectation can then be de-
fined as E [x] = E [x] — E[x~]. The only issue is that this expression might have
the form co — 0o, which is not allowed. Hence for random variables that are not
necessarily nonnegative, we usually restrict attention to integrable random vari-
ables. An integrable random variable is a random variable x such that E [|x|] < co.
Since x* < |x| and x~ < |x] this is enough to ensure that both E [x"] < oo and
E [x7] < 0. Hence E [x] = E [xT] — E [x~] is well defined.

To be careful we should also check that the value in (2.9) does not depend on the
particular approximating sequence {x,} that we choose. This and other related
technical details can be found in a text such as Williams (1991). In that reference the
following facts are also established:

Fact 2.2.4. If x and y are integrable random variables and « and 8 are any constants,
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then
E [ax + py] = oF [x] + BE [y]

This is called linearity of expectations. Here ax + By should be understood as the
random variable (ax + By)(w) = ax(w) + By(w). Exercises 2.8.10 and 2.8.11 ask
you to check fact 2.2.4 in some special cases.

Fact 2.2.5. If x, y are integrable random variables and x < y, then E [x] < E [y].
This is called monotonicity of expectations. The statement x < y means that x is

less than y for any realization of uncertainty. Formally, x(w) < y(w) for all w € Q.
Exercise 2.8.20 asks you to prove fact 2.2.5 in one special case.

Let x be a random variable and let k € N. If E [|x|¥] < co then the k-th moment of x
is said to exist, and is defined as the value E [x¥]. For some random variables even
the first moment does not exist. For others every moment exists.

If x is a random variable with finite second moment, then the variance of x is
var[x] := E[(x — E [x])?]

This gives a measure of the dispersion of x. The standard deviation of x is often

written as 0, and defined as
Oy := y/var[x]

Fact 2.2.6. If the k-th moment of x exists, then so does the j-th moment for all j < k.

Fact 2.2.7. If x and y are random variables with finite second moment, then

| E[xy] | < /E[x?]E [y?] (2.10)

Fact 2.2.8. For any nonnegative random variable x any § > 0, we have

E [x]
o

P{x > 6} < (2.11)

Fact 2.2.7 is called the Cauchy-Schwarz inequality for random variables, while

(2.11) is called Chebyshev’s inequality. A common variation of Chebyshev’s in-

equality is the bound

E [x?]
52

Exercise 2.8.36 asks you to check (2.11) and (2.12).

P{[x| =} <

(2.12)



CHAPTER 2. PROBABILITY 61

In concluding this section, let us agree that to avoid repetition, we will assume that
every random variable introduced below is integrable unless stated otherwise. Also,
only random variables with finite second moment have a well defined variance, but
in what follows we will often talk about the variance of a given random variable
without adding the caveat “assuming it exists.”

2.3 Distributions

Distributions summarize the probabilities of different outcomes for random vari-
ables and help us compute expectations. In this section, we describe the link be-
tween random variables and their distributions.

2.3.1 Distribution Functions

Let x be a random variable on some probability space (Q, F,P), and consider the
function F defined by

F(s) :==P{x <s}:=P{w e Q:x(w) <s} (s € R) (2.13)
It can be shown that, for any choice of random variable x, this function always has
the following properties:
1. right-continuity: F(s,) | F(s) whenevers, | s
2. monotonicity: s < s’ implies F(s) < F(s')
3. lims, o F(s) = 0and lims_se F(s) =1
For example, monotonicity is immediate from (2.4) on page 55. (The other properties

are a bit trickier to prove. See, e.g, Williams, 1991.)

Any function F: R — [0,1] satisfying conditions 1-3 is called a cumulative dis-
tribution function or cdf on R. Thus, to each random variable, we can associate
a unique cdf on R. We say that F is the cdf of x, or, alternatively, that F is the
distribution of x, and write x ~ F.

Example 2.3.1. The function F(s) = arctan(s)/7m 4+ 1/2 is a cdf—one variant of the
Cauchy distribution. A plot is given in figure 2.3.
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Figure 2.3: Cauchy cdf

It's worth nothing that the following is also true: For every cdf F, there exists a prob-
ability space (Q2, F,P) and a random variable x:  — R such that the distribution
of x is F. Exercise 2.8.16 gives some hints on how one construction works.

Fact2.3.1. If x ~ F, then P{a < x < b} = F(b) — F(a) forany a < b.
Indeed, if a < b, then {a < x < b} = {x < b} \{x <a}and {x <a} C {x < b}
Applying fact 2.1.1 on page 49 gives fact 2.3.1.

A cdf F is called symmetric if F(—s) = 1 — F(s) for all s € R.> The proof of the next
fact is an exercise (exercise 2.8.14).

Fact 2.3.2. Let F be a cdf and let x ~ F. If F is symmetric and P{x = s} = 0 for all
s € IR, then the distribution F | of the absolute value |x| is given by

Fiy((s) := P{[x| <s} =2F(s) — 1 (s >0)
One often needs to obtain the cdf of the transform of a random variable. This is easy

in the monotone case. For example, if x ~ F and y = exp(x), then the cdf of y is
G(s) := F(In(s)), because

P{y <s} =P{exp(x) <s} =P{x <In(s)} = F(In(s)) =: G(s)

Note how monotonicity is used in the second equality.

SThus, the probability that x < —s is equal to the probability that x > s. Centered normal distri-
butions and t-distributions have this property.
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2.3.2 Densities and PMFs

Every random variable has a well-defined cdf via (2.13). However, as representa-
tions of distributions, cdfs have some disadvantages. For example, and plotting cdfs
is a poor way to convey information about probabilities. The amount of probability
mass in different regions is determined by the slope of the cdf. Research shows that
humans are poor at extracting quantitative information from slopes. They do much
better with heights, which leads us into our discussion of densities and probability
mass functions (pmfs). Densities and pmfs correspond to two different, mutually
exclusive cases. The density case arises when the increase of the cdf in question is
smooth, and contains no jumps. The pmf case arises when the increase consists of
jumps alone.

Let’s have a look at these two situations, starting with the second. The pure jump
case occurs when the cdf represents a discrete random variable. To understand this,
suppose that x takes values sy, ..., s;. Let p; := P{x = s5;}. We thenhave 0 < p; <1
for each j, and 2]1:1 pj = 1 (exercise 2.8.15). A finite collection of numbers py, ..., p;
such that 0 < p; < 1and p; +---+ p; = 1is called a probability mass function
(pmf). The cdf corresponding to this random variable is

J
F(s):=)_ 1{s; < s}p (2.14)
j=1

How do we arrive at this expression? Because, for this random variable,

]
P{x<s}=P{ |J {x=stp= Y Plx=s}=) 1{s;<s}p;

j st §;<s st osi<s j=1
Visually, F is a step function, with a jump up of size p; at point s;. Figure 2.4 gives
an example with | = 2. The cdf is right continuous but not continuous.

The other case of interest is the density case. A density is a nonnegative function
p that integrates to 1. For example, suppose that F is a smooth cdf, so that the
derivative F’ exists. Let p := F'. By the fundamental theorem of calculus, we then
have

/: p(H)dt = / F(t)dt = F(s) — F(r)

From this equality and the properties of cdfs, we can see that p is nonnegative and
| jozo p(s)ds = 1. In other words, p is a density. Also, taking the limit as ¥ — —oo we
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Figure 2.4: Discrete cdf

obtain

which tells us that F can be recovered from p.

Not every random variable has a density. The exact necessary and sufficient condi-
tion for a density to exist is that F is “absolutely continuous.” This is a smoothness
condition, an important special case of which is differentiability.® If F is absolutely
continuous and p: R — [0, c0) satisfies

S
F(s) = / p(t)dt  foralls € R

then p is called the density corresponding to F.

Fact 2.3.3. If x has a density, then P{x = s} = 0 for all s € R.

As discussed above, cdfs are useful because every random variable has one, but
pmfs and densities are nicer to work with, and visually more informative. For ex-
ample, consider figure 2.5, which shows the density corresponding to the Cauchy
cdf in figure 2.3. Information about probability mass is now conveyed by height
rather than slope, which is easier for us humans to digest.

®In elementary texts, random variables with densities are often called “continuous random vari-
ables.” This terminology is confusing because “continuous” here has nothing to do with the usual
definition of continuity of functions.
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Figure 2.5: Cauchy density

2.3.3 The Quantile Function

Let F be any cdf on R. Suppose that F is strictly increasing, so that the inverse
function F~1 exists:

F71(g) := the unique s such that F(s) = g (0<g<1) (2.15)

The inverse of the cdf is called the quantile function, and has many applications
in probability and statistics. For example, the quantile function associated with the
Cauchy cdf in example 2.3.1is F~1(gq) = tan[rr(qg — 1/2)]. See figure 2.6.

Things are a bit more complicated when F is not strictly increasing, as the inverse
F~!is not well defined. (If F is not strictly increasing, then there exists at least two
distinct points s and s’ such that F(s) = F(s’).) This problem is negotiated by setting

Flg):=inf{sc R:F(s) >q} (0<g<1)

This expression is a bit more complicated, but in the case where F is strictly increas-
ing, it reduces to (2.15).

The value F~1(1/2) is called the median of F. It gives an alternative measure of
central tendency (alternative to the mean).

The quantile function features in hypothesis testing, where it can be used to define
critical values. An abstract version of the problem is as follows: Let x ~ F, where F is
strictly increasing, differentiable (so that a density exists and x puts no probability
mass on any one point) and symmetric. Given « € (0,1), we want to find the c
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Figure 2.6: Cauchy quantile function

such that P{—c < x < ¢} = 1 — « (see figure 2.7). The solution is given by ¢ :=
F~'(1—a/2). Thatis,

c=F11-a/2) = P{lx|<c}=1-un (2.16)
To see this, fix « € (0,1). From fact 2.3.2, we have
P{|lx| <c} =2F(c)—1=2FF'(1—a/2)]-1=1—-a

In the case where F is the standard normal cdf ®, this value c is usually denoted by
zy /2. We will adopt the same notation:

Zap = @1 —a/2) (2.17)

2.3.4 Expectations from Distributions

Until now, we’ve been calculating expectations using the expectation operator [,
which was defined from a given probability P in §2.2.3. One of the most useful
facts about distributions is that they encode all the information necessary to calcu-
late E [x]. For a full treatment of this topic you can consult a text such as Williams
(1991). Here we'll stick to noting down the main facts. In all of what follows, & is an
arbitrary function from R to R.



CHAPTER 2. PROBABILITY

67

0.20 0.25 0.30
| | |

0.15
|

0.05
|

0.00
1

Figure 2.7: Finding critical values

Fact 2.3.4. If x is a discrete random variable taking values s,
p1,--.,pj, then

..., 8] with probabilities

(2.18)

(2.19)

It's convenient to have a piece of notation that captures both of these cases. As a

result, if x ~ F, then we will write

Emwn:/mgnw)

The way you should understand this expression is that when F is differentiable with

derivative p = F/, then [ h(s)F(ds) is defined as [ h(s)

p(s)ds. If, on the other

hand, F is the step function F(s) = Z]I:1 1{s; < s}p, corresponding to the discrete
random variable in fact 2.3.4, then [ h(s)F(ds) is defined as 2}:1 h(s;j)p;-
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Just for the record, for a given cdf F, the expression [ h(s)F(ds) has its own precise
definition, as the “Lebesgue-Stieltjes” integral of i with respect to F. In the special
cases where F is discrete or differentiable, one can prove that [ 1i(s)F(ds) reduces to
(2.18) or (2.19) respectively. For details see, e.g., Williams (1991).

As an exercise, let’s prove the first part of fact 2.3.4. This is the discrete case, where
X = 2]121 sjla; and pj := P{x =s;} = P(A;). As usual, the values {s;} are distinct
and the sets { A;} are a partition of Q). Let h: R — R. You should be able to convince

yourself that
J

h(x(w)) = Y h(s)1a (@)

j=1
(Pick an arbitrary A; and check that the left- and right-hand sides are equal when
w € Aj.) This is a discrete random variable, which we can take the expectation of
using (2.8) on page 58. We get

Equation (2.18) is confirmed.

2.3.5 Common Distributions

Let’s list a few well-known distributions. First, given a < b, the uniform distribu-
tion on interval [g, b] is the distribution associated with the density

1
b—a

p(s;a,b) = (a <s<b)

(If s <aors>b,then p(s;a,b) := 0.) The mean is

b
/ sp(s;a,b)ds = ath
a 2

The univariate normal density or Gaussian density is a function p of the form

p(s) == p(s;u,0) == (2mo?) "2 exp {_%(S _ y)zg—z}

for some # € R and o > 0. We represent this distribution symbolically by A (i, o).
The distribution N (0, 1) is called the standard normal distribution
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It is well-known that if x ~ N (,0?), then E [x] = u, and var[x] = ¢?. Hence the
two parameters separately define the mean and the variance (or standard deviation),
and this is one of many attractive features of the distribution. Here’s another:

Fact 2.3.5. If xq,...,xy are normally distributed and «y,...,ay are any constants,
then ag + YI_; ayx, is also normally distributed.

In other words, linear combinations of normals are normal. This is a fact, telling us
that linear models and normal distributions play very well together.”

The chi-squared distribution with k degrees of freedom is the distribution with
density

) e 1 k/2-1,-5/2
p(S,k) = WS e (S > 0)

where I is the Gamma function (details omitted). If x has a distribution described
by this density, then we write x ~ x?(k).

Student’s t-distribution with k degrees of freedom, or, more simply, the t-distribution
with k degrees of freedom, is the distribution on R with density

The F-distribution with parameters ki, k; is the distribution with the unlikely look-
ing density

sk fys + K+

plsiki k) := sB(k1/2,k2/2)

(s >0)

where B is the Beta function (details omitted). The F-distribution arises in certain
hypothesis tests, some of which we will examine later.

2.4 Joint Distributions and Independence

[roadmap]

7We should be a bit careful here—what if a,, = 0 for all n? To save ourselves from embarrassment
we can declare a random variable concentrated on a point to be a normal random variable with “zero
variance”.
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2.4.1 Distributions Across Random Variables

Consider a collection of N random variables x1, ..., xy. For each individual random
variable x,: O — R, the distribution F,, of x,, is

Ey(s) := P{x, <s} (—o0 <5 < 00) (2.20)

This distribution tells us about the random properties of x,, viewed as a single entity.
But we often want to know about the relationships between the variables x1, ..., xy,
and outcomes for the group of variables as a whole. To quantify these things, we
define the joint distribution of x4, ..., xx to be

F(s1,...,5n) :=P{x; <sq,..., a8 < sn} (—o0o<sy<oo;n=1,...,N)

In this setting, the distribution F, of x; is sometimes called the marginal distribu-
tion, in order to distinguish it from the joint distribution.

The joint density of x1, ..., xy, if it exists, is a function p: RN — [0, 00) satisfying

N t
/ / p(s1,...,sN)dsy - -dsy = F(ty,...,tN) (2.21)

forallt, e R,n=1,...,N.

Typically, the joint distribution cannot be determined from the N marginal distri-
butions alone, since the marginals do not tell us about the interactions between the
different variables. Once special case where we can tell the joint from the marginals
is when there is no interaction. This is called independence, and we treat it in the
next section.

From joint densities we can construct conditional densities. The conditional density
of Xy 41,..., XN given x; = s1,..., X, = s is defined by

p(s1,..-,5N)

Ska1,-+-,SN|S1,--+,5) := 2.22
p( k+1 | k) p(Sll---/Sk) ( )

Rearranging this expression we obtain a decomposition of the joint density:
p(s1,.--,5N) = p(Sks1,--- SN |51, -, sK)p(s1, .-, 5¢) (2.23)

This decomposition is useful in many situations.



CHAPTER 2. PROBABILITY 71
2.4.2 Independence

Let x1,...,xy be a collection of random variables with x,, ~ F,, where F, is a cdf.
The variables x7, . .., x are called identically distributed F,, = F;, for all n, m. They
are called independent if, given any s, ..., sy, we have

P{x; <s1,...,an <sn} =P{x; <s1} x--- x P{ay < sy} (2.24)

Equivalently, if F is the joint distribution of x1, ..., xx and F, is the marginal distri-
bution of x,, then independence states that

N
F(s1,...,5N) = Fi(s1) X - -+ x EN(sn) = [ | Fu(sn)
n=1

We use the abbreviation 11D for collections of random variables that are both inde-
pendent and identically distributed.

Example 2.4.1. Consider a monkey throwing darts at a dartboard. Let x denote the
horizontal location of the dart relative to the center of the board, and let y denote
the vertical location. (For example, if x = —1 and y = 3, then the dart is 1cm to the
left of the center, and 3cm above.) At first pass, we might suppose that x and y are
independent and identically distributed.

Fact 2.4.1. If xq, ..., x) are independent and E |x,,| is finite for each m, then

M M
]—_lem] = Ii[l]E 2]

E

We won't prove the last fact in the general case, as this involves measure theory.
However, we can illustrate the idea by showing that E [xy] = E [x]E [y] when x
and y are independent and defined by (2.40). In this case, it can be shown (details
omitted) that the random variables x and y are independent precisely when the
events A and B are independent. Now observe that

(xy)(w) = x(w)y(w) = sl{w € A}tl{w € B} =stl{w € AN B}
Hence, by the definition of expectations, we have
E [xy] = stP(ANB) =stP(A)P(B) =sP(A)tP(B) = E [x]|E [y]

Fact 2.4.2. If x and y are independent and g and f are any functions, then f(x) and
¢(y) are independent.



CHAPTER 2. PROBABILITY 72

An important special case of the “independence means multiply” rule is as follows.

Fact 2.4.3. If random variables x1, ..., xy are independent, and each has density p,
then the joint density p exists, and is the product of the marginal densities:

N
p(s1,...,5N) = 1—[1 Pn(sn)

Here are some useful facts relating independence and certain common distributions.
Fact2.4.4. If xq,...,x; ~ N(0,1), then
£, 2
Q=) x7 ~x*(k)
i=1
Fact2.4.5. If Qy, ..., Qj are independent with Q; ~ Xz(k]'), then 2]121 Qj ~ XZ(Z]‘ kj).

Fact 2.4.6. If Z and Q are two random variables such that

1. Z ~ N(0,1),
2. Q ~ x%(k),and

3. Z and Q are independent,

then Z(k/Q)'/? has the t-distribution with k degrees of freedom.
Fact 2.4.7. If Q; ~ x?(k1) and Q, ~ x?(ky) are independent, then

Q1/k
Q2/k

is distributed as F(k1, k).

2.4.3 Covariance

The covariance of random variables x and y is defined as

covlx,y] := E[(x — E[x])(y — E[y])]
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Fact 2.4.8. If xq,...,xN are random variables and a1, ...,aN are constant scalars,
then

n=1 n=1 n<m

N N
var [Z zxnxn] =) a2 var[x,] + 2 Y wntt COV Xy, X

In particular, if « and B are real numbers and x and y are random variables, then
var[a] = 0,2 var[a + Bx] = p?var[x], and

var[ax + By] = a? var[x] + % var[y] + 2aB cov|[x, y]

Given two random variables x and y with finite variances o2 and (75 respectively, the
correlation of x and y is defined as

cov|x,y]

corr[x, y| := 720,

If corr[x,y] = 0, we say that x and y are uncorrelated. For this to occur, it is nec-
essary and sufficient that cov|[x,y] = 0. Positive correlation means that corr|x, y| is
positive, while negative correlation means that corr|x, y| is negative. The first part
of the next fact follows immediately from fact 2.2.7, while the second is just algebra.

Fact 2.4.9. Given any two random variables x, y and positive constants «, 8, we have
—1 <corr[x,y] <1 and corr[ax, By] = corr[x, y]

Fact 2.4.10. If x and y are independent, then cov|[x, y] = corr[x, y] = 0.

Note that the converse is not true: One can construct examples of dependent ran-
dom variables with zero covariance.

2.4.4 Best Linear Predictors

Let’s consider the problem of predicting the value of a random variable y given
knowledge of the value of a second random variable x (and also knowledge of
the underlying probability distributions, which makes this a problem in probability

8Here var[a] should be understood as var[al{w € Q}], as was the case when we discussed
fact 2.2.3 on page 58.
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rather than statistics). Thus, we seek a function f such that f(x) is close to y on av-
erage. To measure the “average distance” between f(x) and y, we will use the mean
squared deviation between f(x) and y, which is

El(y—f(x))*

As we will learn in chapter 3, the minimizer of the mean squared deviation over all
functions of x is obtained by choosing f(x) = E [y | x], where the right-hand size is
the conditional expectation of y given x. However, the conditional expectation may
be nonlinear and complicated, so let’s now consider the simpler problem of finding
a good predictor of y within a small and well-behaved class of functions. The class
of functions we will consider is the set of “linear” functions

L := { all functions of the form ¢(x) = a + fx}

(While elementary courses refer to these functions as linear, in fact they are not linear
unless & = 0 (see §1.2.1). The class of functions £ is more correctly known as the set
of affine functions.) Thus, we consider the problem

min I [(y — £(x))°] = min B((y —a - Bx)?] (2.25)

Expanding the square on the right-hand side and using linearity of E, the objective
function becomes

(o, ) := Bly*) — 2aE [y] — 2F [xy] + 20BE [x] + &* + p°E [x°]
Computing the derivatives and solving the equations

W) _, g W)

o 2B

We obtain (exercise 2.8.29) the minimizers

_ cov[x,y]

var|x] and o :=E[y] - 'E [x] (2.26)

B
The best linear predictor is therefore
0F(x) = a" + B*x

If you've studied elementary linear least squares regression before, you will realize
that a* and B* are the “population” counterparts for the coefficient estimates in the
regression setting. We’'ll talk more about the connections below.
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2.5 Asymptotics

[Roadmap]

2.5.1 Modes of Convergence

Let {x,,}°" ; be a sequence of random variables. We say that {x,}’ ; converges to
random variable x in probability if

forany 6 >0, P{|x,—x| >0} =0 as n— o

In symbols, this convergence is represented by x, %5 x. Inalmost all the applications
we consider, the limit x will be a constant. The next example illustrates the definition
for this case.

Example 2.5.1. If x, ~ N (a,1/n), then x, P &, That is, for any § > 0, we have
P{|x, —a| > 6} — 0. Fixing 6 > 0, the probability P{|x, —a| > J} is shown
in figure 2.8 for two different values of n, where it corresponds to the size of the
shaded areas. This probability collapses to zero as n — oo, decreasing the variance
and causing the density to become more peaked.

A tull proof of the convergence result in example 2.5.1 can be found by looking at the
normal density and bounding tail probabilities. However, a much simpler proof can
also be obtained by exploiting the connection between convergence in probability
and convergence in mean squared error. The details are below.

Fact 2.5.1. Regarding convergence in probability, the following statements are true:
1. If g: R — R is continuous at x and x,, % x, then g (xn) LA g(x).
2. If x, P x and y, L y, then x,, + vy, L x +y and x,y, L xy.

3. If x, P xand n, — «, then x,, + ay, I X+« and x, 0, P oxad

We say that {x, } converges to x in mean square if
E[(x, —x)?] -0 asn— o (2.27)

In symbols, this convergence is represented by x,, "> x.

“Here {a,} is a nonrandom scalar sequence.
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Figure 2.8: P{|x, —a| > 6} for x, ~ N (a,1/n)

Fact 2.5.2. Regarding convergence in mean square, the following statements are
true:

1. If x, B x, then x, L

2. If a is constant, then x,, =5 & if and only if E [x,] — a and var[x,] — 0.

Part 1 of fact 2.5.2 follows from Chebyshev’s inequality (page 60). Using monotonic-
ity of P and then applying (2.12) to x, — x, we obtain

E [(xn — x)?]

P{|x, — x| >0} < P{|x, — x| >} < 52

Part 1 of fact 2.5.2 follows. Part 2 is implied by the equality
B [(xs — #)%] = var[x,] + (B [x,] — )2
Verification of this equality is an exercise.

Example 2.5.2. In example 2.5.1, we stated thatif x,, ~ A (a,1/n), then x,, % «. This
follows from parts 1 and 2 of fact 2.5.2, since E [x,] = « and var[x,] = 1/n — 0.
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Figure 2.9: t-distribution with k df converges to N'(0,1) as k — oo

Let {F,}:> ; be a sequence of cdfs, and let F be a cdf. We say that F, converges
weakly to F if, for any s such that F is continuous at s, we have

Fu(s) = F(s) as n— oo

Example 2.5.3. It is well-known that the cdf of the t-distribution with k degrees
of freedom converges to the standard normal cdf as k — co. This convergence is
illustrated in figure 2.9.

Sometimes densities are easier to work with than cdfs. In this connection, note that
pointwise convergence of densities implies weak convergence of the corresponding
distribution functions:

Fact2.5.3. Let {F, }5°_; be a sequence of cdfs, and let F be a cdf. Suppose that all these
cdfs are differentiable, and let p,, and p be the densities of F, and F respectively. If
pn(s) = p(s) for all s € R, then F, converges weakly to F.

Let {x,}?> ; and x be random variables, where x,, ~ F, and x ~ F. We say that
x, converges in distribution to x if F, converges weakly to F. In symbols, this

. d
convergence is represented by x,, — x.

Fact 2.5.4. Regarding convergence in distribution, the following statements are true:

1. If g: R — R is continuous at x and x, 4 x, then g(x,) 4 g(x).
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2. If x, LN x, then x, i> X.

. d
3. If o is constant and x;,, — «, then x;, L

The next result is sometimes known as Slutsky’s theorem.

Fact 2.5.5. If « is constant, x;, P aand Yn i y, then x, + v, i « +yand x,y, i> ay.

An immediate but useful conseqgence is that

Fact 2.5.6. If x,, P 0and Yn i y, then x,y, 0.

Indeed, by Slutsky’s theorem (fact 2.5.5) we have x,y, i) 0. Since the limit is con-
stant, 2.5.4 then tells us that convergence is in probability as well.

2.5.2 The Law of Large Numbers

Two of the most important theorems in both probability and statistics are the law
of large numbers and the central limit theorem. In their simplest forms, these theo-
rems deal with averages of independent and identically distributed (11D) sequences.
The law of large numbers tells us that these averages converge in probability to the
mean of the distribution in question. The central limit theorem tells us that a simple
transform of the average converges to a normal distribution.

Let’s start with the law of large numbers, which relates to the sample mean

of a given sample x1,...,xN

Theorem 2.5.1. Let {x, } be an 11D sequence of random variables with common distribution
F. If the first moment [ |s|F(ds) is finite, then

iv b E [xn] = /sF(ds) as N — oo (2.28)
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To prove theorem 2.5.1, we can use fact 2.5.2 on page 76. In view of this fact, it
suffices to show that E [¥x] — [ sF(ds) and var[%y] — 0as N — oco. These steps
are left as an exercise (exercise 2.8.39). When you do the exercise, note to yourself
exactly where independence bites. !’

Example 2.5.4. To illustrate the law of large numbers, consider flipping a coin until
10 heads have occurred. The coin is not fair: The probability of heads is 0.4. Let x
be the number of tails observed in the process. It is known that such an x has the
negative binomial distribution, and, with a little bit of googling, we find that the
mean E [x] is 15. This means that if we simulate many observations of x and take
the sample mean, we should get a value close to 15. Code to do this is provided in
the next listing. Can you see how this program works?!!

Listing 1 [llustrates the LLN

import numpy as np

from random import uniform
num_repetitions = 10000

outcomes = np.empty (num_repetitions)

for i in range (num_repetitions) :

num_tails = 0
num_heads = 0
while num_heads < 10:
b = uniform(0, 1)
num_heads = num_heads + (b < 0.4)
num_tails = num_tails + (b >= 0.4)
outcomes[i] = num_tails

print (outcomes.mean())

At first glance, the law of large numbers (2.28) appears to only be a statement about
the sample mean, but actually it can be applied to functions of the random variable

19The proof involves a bit of cheating, because it assumes that the variance of each x;, is finite. This
second moment assumption is not necessary for the result, but it helps to simplify the proof.

Hint: If u is uniform on [0,1] and g € [0, 1], then P{u < g} = g. This fact is used to simulate the
coin flips. Also recall that the logical values TRUE and FALSE are treated as 1 and 0 respectively in
algebraic expressions.
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as well. For example, if i: R — R is such that [ |h(s)|F(ds) is finite, then

1 N
PIICH BB )] = [ hs)F(ds) (229)

This can be confirmed by letting y,, := h(x,) and then applying theorem 2.5.1.

Also, the law of large numbers applies to probabilities as well as expectations. To
see this, let x ~ F, fix B C R, and consider the probability P{x € B}. Let h be
the function defined by h(s) = 1{s € B} for all s € R. Using the principle that
expectations of indicator functions equal probabilities of events (page 58), we have

E [h(x)] = E[1{x € B}] = P{x € B}

It now follows from (2.29) that if {x, } is an IID sample from F, then
al p
1{x, € B} > P{x, € B} (2.30)

n=1

1

N
The left hand side is the fraction of the sample that falls in the set B, and (2.30) tells
us that this fraction converges to the probability that x,, € B.

2.5.3 The Central Limit Theorem

The central limit theorem is another classical result from probability theory. It is
arguably one of the most beautiful and important results in all of mathematics. Rel-
ative to the LLN, it requires an additional second moment condition.

Theorem 2.5.2. Assume the conditions of theorem 2.5.1. If, in addition, the second moment
[ s?F(ds) is finite, then

VN (&N — 1) inN(O,UZ) as N — oo (2.31)

where y := [ sF(ds) = E [x,] and 02 := [(s — u)>F(ds) = var|x).

Another common statement of the central limit theorem is as follows: If all the con-
ditions of theorem 2.5.2 are satisfied, then

zN::\/N{XNU_V}izNN(O,l) as N — o0 (2.32)
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Figure 2.10: Illustration of the CLT

Exercise 2.8.40 asks you to confirm this via theorem 2.5.2 and fact 2.5.4.

The central limit theorem tells us about the distribution of the sample mean when
N is large. Arguing informally, for N large we have

VN &y — ) =y ~ N(0,07)

2
_ y o
~N——+u~Nu —
NEUNTH <” N>

Here ~ means that the distributions are approximately equal. We see that ¥y is
approximately normal, with mean equal to y := [E [x1] and variance converging to
zero at a rate proportional to 1/N.

The convergence in (2.32) is illustrated by listing 2, the output of which is given
in figure 2.10. The listing generates 5,000 observations of the random variable zy
defined in (2.32), where each x, is x?(5). (The mean of this distribution is 5, and the
variance is 2 X 5 = 10.) The observations of zp; are stored in the vector outcomes,
and then histogrammed. At the end of the listing we superimpose the density of the
standard normal distribution over the histogram. As predicted, the fit is relatively
good.

Before finishing this section, we briefly note the following asymptotic result, which
is frequently used in conjunction with the central limit theorem:
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Listing 2 Illustrates the CLT

import numpy as np
import scipy.stats as st
import matplotlib.pyplot as plt

num_replications = 5000

outcomes = np.empty (num_replications)
N = 1000

k =5 # Degrees of freedom

chi = st.chi2 (k)

for i in range (num_replications):

xvec = chi.rvs (N)

outcomes[i] = np.sgrt (N / (2 * k)) * (xvec.mean() - k)
xmin, xmax = -4, 4
grid = np.linspace(xmin, xmax, 200)

fig, ax, = plt.subplots()

ax.hist (outcomes, bins=50, normed=True, alpha=0.4)
ax.plot (grid, st.norm.pdf(grid), "k-’, 1lw=2, alpha=0.7)
plt.show ()

Theorem 2.5.3. Let {t,} be a sequence of random numbers and let 6 be a constant. Sup-

pose that \/n(t, — 0) LN N(0,02) for some ¢ > 0. Suppose further that g: R — R is
differentiable at 6 and ' (0) # 0. Under these conditions we have

Vilg(ts) — 2(0)} 5 N(0,¢'(0)%02) as n— oo (2.33)

The technique illustrated in theorem 2.5.3 is referred to as the delta method. The
delta method is extremely useful, particularly when one seeks the asymptotic distri-
bution of certain kinds estimators. We will see its importance in some applications
later on. The proof of theorem 2.5.3 is based on a Taylor expansion of g around
the point 6, and can be found in almost any text on mathematical statistics. Exer-
cise 2.8.43 walks you throught the most important ideas.

Instead of giving a full proof here, we will cover some parts of the proof of the
following corollary: If the conditions of theorem 2.5.2 are satisfied and g: R — R is
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differentiable at u with ¢’() # 0, then

VN{g(zn) — (1)} S N (0, (1)%0?) as N — oo (2.34)

2.6 Random Vectors and Matrices

A random vector x is just a sequence of K random variables (xy,...,xx). Each real-
ization of x is an element of RX. The distribution (or cdf) of x is the joint distribution
Fof (x1,...,xk). That s,

F(S) = F(Sl,. . .,SK) = ]P{x1 < S1,.--,XK < SK} = ]P{X < S} (2.35)

for each s in RX. (Here and in what follows, the statement x < s means that x,, < s,
forn=1,...,K)

Just as some but not all distributions on R have a density representation (see §2.3.2),
some but not all distributions on RX can be represented by a density. We say that
f: RX — R is the density of random vector x := (x1, ..., xx) if

| f(s)ds =P{xe B} (2.36)
B

for every subset B of RK.1> Most of the distributions we work with in this course
have density representations.

For random vectors, the definition of independence mirrors the scalar case. In par-
ticular, a collection of random vectors xy, ..., xy is called independent if, given any
S1,...,SN, we have

]P{Xl <sq,...,xy < SN} = ]P{Xl < Sl} X oo X ]P{XN < SN}
We note the following multivariate version of fact 2.4.2:

Fact 2.6.1. If x and y are independent and g and f are any functions, then f(x) and
¢(y) are also independent.

A random N x K matrix X is a rectangular N x K array of random variables. In this
section, we briefly review some properties of random vectors and matrices.

12 Actually, some subsets of RX are so messy that it’s not possible to integrate over them, so we
only require (2.36) to hold for a large but suitably well-behaved class of sets called the Borel sets. See
any text on measure theory for details.
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2.6.1 Expectations for Vectors and Matrices

Let x = (x1,...,xk) be a random vector taking values in RX with py := [ [x;]
for all k = 1,...,K. The expectation E [x] of vector x is defined as the vector of
expectations:

IE [x1] M1
E[x] := . [Exz] = Mz =u
I [xk] MK

More generally, if X is a random N x K matrix, then its expectation E [X] is the
matrix of the expectations:

E [xn] E [xlz] s E [le]
m = |l Bl Bl
& [le] E [xNz] - E [xNK]

Expectation of vectors and matrices maintains the linearity of scalar expectations:

Fact2.6.2. If X and Y are random and A, B and C are conformable constant matrices,
then
E[A+ BX+ CY] = A+ BE [X] + CE[Y]

The covariance between random N x 1 vectors x and y is
covx,y] := E[(x - E[x])(y — E [y])']
The variance-covariance matrix of random vector x with p := E [x] is defined as
var[x] := cov(x,x) = E[(x - E[X])(x — E [x])] = E[(x — ) (x = p)']

Expanding this out, we get

Ef(xr —p)(xr—m)] - El(x1 —p1)(xn — pn)]
var[x] = Ef(xa—p2)(x1 —m)] - El(xa—p2)(xn — pn)]
El(xn — ) (r1 — )] -+ E(xn — ) (o — o)

The j, k-th term is the scalar covariance between x; and x;. As a result, the principle
diagonal contains the variance of each x,.

Some simple algebra yields the alternative expressions

cov[x,y] = E[xy| —E[Xx]E]y]’ and var[x] =E [xx'] — E [x]E [x]’
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Fact 2.6.3. For any random vector X, the variance-covariance matrix var|x] is square,
symmetric and nonnegative definite.

Fact 2.6.4. For any random vector x, any constant conformable matrix A and any
constant conformable vector a, we have

var[a + Ax] = Avar[x]A’

2.6.2 Multivariate Gaussians

The multivariate normal density or Gaussian density in RN is a function p of the
form

pls) = (2) V2 den(z) V2 exp {3 (s - w'E (s )

where pis any N x 1 vector and X is a symmetric, positive definite N x N matrix. In
symbols, we represent this distribution by N (u, £). Although we omit the deriva-
tions, it can be shown that if x ~ N (g, X), then

E[x] =p and var[x] =X

We say that x is normally distributed if x ~ A (p, X) for some N x 1 vector u and
symmetric, positive definite N X N matrix X. We say that x is standard normal if
p=0and X =1L

Fact 2.6.5. N x 1 random vector x is normally distributed if and only if a’x is nor-
mally distributed in R for every constant N x 1 vector a.'3

Fact 2.6.6. If x ~ N (u,Z), then a+ Ax ~ N (a+ Au, AZA').

Here, the fact that a + Ax has mean a + Ay and variance-covariance matrix AXA’ is
not surprising. What is important is that normality is preserved .

Fact 2.6.7. Normally distributed random variables are independent if and only if
they are uncorrelated. In particular, if both x and y are normally distributed and
cov|[x,y| = 0, then x and y are independent.

Fact 2.6.8. If x ~ N/ (u, L), then (x — p)’Z 7 (x — ) ~ x2(k), where k := length of x.

Fact 2.6.9. If x ~ N (0,I) and A is a conformable idempotent and symmetric matrix
with rank(A) = j, then X’ Ax ~ x?(j). (In view of fact 1.4.7, when using this result it
is sufficient to show that trace(A) = j.)

131f a = 0 then we can interpret a’x as a “normal” random variable with zero variance.
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2.6.3 Convergence of Random Matrices

Next we extend the probabilistic notions of convergence discussed in §2.5.1 to ran-
dom vectors and matrices. Beginning with the notion of convergence in probability
(see §2.5.1 for the scalar case), let {X;,}°_; be a sequence of random N x K matrices.
We say that X, converges to a random N x K matrix X in probability and write

X, b Xif every element of X, converges to the corresponding element of X in
probability in the scalar sense. That is,

X, BX = x?jixijforalliandj

Similarly, a sequence of random vectors is said to converge in probability when the
individual components converge in probability. That is,

L I — x' D ox forallk

x1”< XK

Fact2.6.10. Let {X,, } be a sequence of random N x K matrices, let {x, } is a sequence
of random vectors in RX and let X and x be, respectively, a random matrix and vector
of the same dimensions. Then,

1. x, > xif and only if ||x, — x|| 5o.

2. X, 5 Xif and only if | X, — X|| & .

Here the first norm is the ordinary Euclidean norm and the second is the matrix
norm of §1.4.5.

Now let’s extend the notion of convergence in distribution to random vectors. The
definition is almost identical to the scalar case, with only the obvious modifications.
Let {F,}%_; be a sequence of cdfs on RX, and let F be a cdf on RX. We say that F,
converges to F weakly if, for any s such that F is continuous at s, we have

F.(s) — F(s) asn — o

Let {x,}>°_; and x be random vectors in RX, where x, ~ F, and x ~ F. We say

that x,, converges in distribution to x if F,, converges weakly to F. In symbols, this

. d
convergence is represented by x,, — x.
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As discussed above, convergence of x;, to x in probability simply requires that the
elements of x;,, converge in probability (in the scalar sense) to the corresponding
elements of x. For convergence in distribution this is not generally true:

Xy 4 xi for all k does not imply x, := : — : =: X

Put differently, convergence of the marginals does not necessarily imply conver-
gence of the joint distribution. (As you might have guessed, one setting where con-
vergence of the marginals implies convergence of the joint is when the elements of
the vectors are independent, and the joint is just the product of the marginals.)

The fact that elementwise convergence in distribution does not necessarily imply
convergence of the vectors is problematic, because vector convergence is harder
to work with than scalar convergence. Fortunately, we have the following results,
which provide a link from scalar to vector convergence:

Fact 2.6.11. Let x,, and x be random vectors in RX.

1. If a'x, 2 a'x for any a € RX, then x,, 2 x.
2. If a’x, 5 a'x for any a € RX, then x;, Px.
The second of these results is quite straightforward to prove (exercise 2.8.45). The

tirst is more difficult (the standard argument uses characteristic functions). Itis often
referred as the Cramer-Wold device.

We noted a variety of useful results pertaining to convergence in probability and
distribution for sums and products in the scalar case. Most of these carry over to the
vector case essentially unchanged. For example,

Fact 2.6.12. Assuming conformability, the following statements are true:

1. If X, P X and X, and X are nonsingular, then X, 1A x-1,
2. X, 5 Xand Y, & Y, then

X, +Y, BX+Y, X, Y, 5 XY and Y,X, D YX
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3. IfX, 5 Xand A, — A, then

X, +A, BX+A, XA, BXA and AX, 5 AX

In part 3 of fact 2.6.12, the matrices A, and A are nonrandom. The convergence
A, — A means that each element of A, converges in the usual scalar sense to the
corresponding element of A:

Ay — A means a;; — a;j for all i and j

Alternatively, we can stack the matrices into vectors and take the norms, as dis-
cussed above. Then we say that A, — A if ||A, — A|| — 0. The two definitions can
be shown to be equivalent.

Example 2.6.1. To see how fact 2.6.12 can be used, let’s establish convergence of the
quadratic form

a'X,a % a’Xa whenever a is a conformable constant vector and X 2ox (2.37)

This follows from two applications of fact 2.6.12. Applying fact 2.6.12 once we get
a'’X, 5 a'X. Applying it a second time yields the convergence in (2.37).

As in the scalar case, convergence in probability and convergence in distribution are
both preserved under continuous transformations:

Fact 2.6.13 (Continuous mapping theorem, vector case). Let x,, and x be random
vectors in RK, and let g: RX — R/ be continuous at x. In this setting,

1. If x,; % x, then < (xn) L g(x).

2. If x; 5 x, then < (xn) LA g(x).

Another result used routinely in econometric theory is the vector version of Slut-
sky’s theorem:

Fact 2.6.14 (Slutsky’s theorem, vector case). Let x,, and x be random vectors in RK,

let Y, be random matrices, and let C be a constant matrix. If Y, P cand Xy i> X,
then
Y, X, ﬁ) Cx and Y, +x, i> C+x

whenever the matrices are conformable.
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The delta method from theorem 2.5.3 on page 81 extends to random vectors. For
example, let g: RX — R be differentiable at a vector 8 € RX, in the sense that the
gradiant vector

9g(0)

90
Vg(0):=| :
9g(0)

is well defined (i.e., the limit defining each of the partial derivatives exists). In this
context,

Fact 2.6.15. If {t,} is a sequence of random vectors in RX with /n(t, — 6) 4

N(0,%) for some 8 € RX and positive definite K x K matrix ¥, then

Vi{g(ty) — g(8)} 5 N(0,V(0)ZVg(0)) as n— oo (2.38)

whenever V¢ (0)'2Vg(0) is positive. This last assumption will be satisfied if, for
example, at least one of the partial derivatives in Vg(0) is nonzero (why?).

2.6.4 Vector LLN and CLT

With the above definitions of convergence in hand, we can move on to the next topic:
Vector LLN and CLT. The scalar LLN and CLT that we discussed in §2.5 extend to
the vector case in a natural way. For example, we have the following result:

Theorem 2.6.1. Let {x, } be an 11D sequence of random vectors in RX with T [||x, ||?] < co.
Let p := [ [x,] and let ¥. := var|xy,|. For this sequence we have

N
Xy = %} Z Xn ﬁ) M and \/N()_(N —]/l) i> N(O,Z) (239)
n=1

Figure 2.11 illustrates the LLN in two dimensions. The green dot is the point 0 =
(0,0) in R2. The black dots are IID observations x, . . ., X of a random vector with
mean ¢ = 0. The red dot is the sample mean % YN x;. (Remember that we are
working with vectors here, so the summation and scalar multiplication in the sam-
ple mean Xy is done elementwise—in this case for two elements. In particular, the
sample mean is a linear combination of the observations xj, ..., xy.) By the vector
LLN, the red dot converges to the green dot.

The vector LLN in theorem 2.6.1 follows from the scalar LLN. To see this, let x,, be as
in theorem 2.6.1, let a be any constant vector in RX and consider the scalar sequence
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Figure 2.11: LLN, vector case

{yn} defined by y, = a'x,. The sequence {y, } inherets the I1D property from {x, }.!*
By the scalar LLN (theorem 2.5.1) we have

1 N
N L Yn = E ] = Ela'xi] = a'Ex] = a'p
n=1
But
1iy 1%a’x a’[l ix] a'x
N n= 33 n = N7 n| — N
N n=1 N n=1 N n=1
Since a was arbitrary, we have shown that
a'xy ©» a'p for any a € RK

The claim Xy LA p now follows from fact 2.6.11.

The vector CLT in theorem 2.6.1 also follows from the scalar case. The proof is rather
similar to the vector LLN proof we have just completed. See exercise 2.8.48.

2.7 Further Reading

To be written

4Functions of independent random variables are themselves independent (fact 2.4.2, page 71).
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2.8 Exercises

Ex. 2.8.1. Suppose that IP is a probability on (), F), so that P(AUB) = P(A) +
IP(B) whenever A and B are disjoint. Show that if A, B and C are disjoint, then
P(AUBUC) =P(A)+P(B)+P(C).

Ex. 2.8.2. Prove fact 2.1.2: P(AUB) = P(A) + P(B) — P(A N B) for any A, B.!°

Ex. 2.8.3. Given sample space ) := {1,2,3},let A := {1}, B := {2} and C := {3}.
Let P(A) = P(B) = 1/3. Compute P(C), P(AUB), P(ANB), P(A°), P(A°U B°)
and P(A | B). Are A and C independent?

Ex. 2.8.4. A dice is designed so that the probability of getting face m is gm, where
m € {1,...,6} and g is a constant. Compute 4.

Ex. 2.8.5. Let () be a nonempty finite set, and let wy be a fixed element of (). For
each A C O, define P(A) := 1{wy € A}. Is P a probability on Q? Why or why not?

Ex. 2.8.6. Let () be any sample space, and let IP be a probability on the subsets F. Let
A € F. Show thatif P(A) = 0 or P(A) = 1, then A is independent of every other
event in F. Show that if A is independent of itself, then either P(A) = 0or P(A) =
1. Show that if A and B are independent, then A° and B¢ are also independent.

Ex. 2.8.7. Let P and () be defined as in example 2.1.4. Show that P is additive, in
the sense that if A and B are disjoint events, then P(AUB) = P(A) + P(B).

Ex. 2.8.8. Let P and () be defined as in example 2.1.4. Let A be the event that the
first switch is on, and let B be the event that the second switch is on. Show that A
and B are independent under P.

Ex. 2.8.9. Show that when (2 is finite, a random variable x on () can only take on a
finite set of values (i.e., has finite range).!®

Ex. 2.8.10. Fact 2.2.4 on page 59 states that, among other things, if x is a random
variable, then E [ax] = a[E [x]. Show this for the case where x is a finite random
variable.

I5Hint: Sketching the Venn diagram, convince yourself that A = [(A U B) \ B] U (A N B). Finish
the proof using the definition of a probability and fact 2.1.1 (page 49).
16Hint: Have a look at the definition of a function in §4.2.
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Ex. 2.8.11. Fact 2.2.4 on page 59 states that, among other things, if x and y are two
random variables, then E [x + y] = E [x] + E [y]. Instead of giving the full proof, try
to show this for the binary random variables

¥(w) =1a(w) and y(w)= 1p(w) (2.40)
Note that even this is a little fiddly—see the solution if you get lost.

Ex. 2.8.12. Recall F defined in (2.13). We claimed that lims_,c F(s) = 1. Verify this
when x is the finite-valued random variable in (2.7).

Ex. 2.8.13. Recall F defined in (2.13). Suppose that x is the finite-valued random
variable in (2.7). Show that lims_,_« Fx(s) = 0. If you can, show that F is right-
continuous.

Ex. 2.8.14. Prove the claim in fact 2.3.2 on page 62.

Ex. 2.8.15. Let x be a discrete random variable taking values s, ..., sy, and let p; :=
P{x = s;}. Show that 0 < p; < 1 for each j, and 2}:1 pj =1

Ex. 2.8.16. This exercise describes the inverse transform method for generating
random variables with arbitrary distribution from uniform random variables. The
uniform cdf on [0,1] is given by F(s) = 0if s < 0, F(s) =sif0 <s <1,and F(s) =1
if s > 1. Let G be another cdf on R. Suppose that G is strictly increasing, and let
G~ ! be the inverse (quantile). Show that if u ~ F, then G~ (u) ~ G.

Ex. 2.8.17. Let x ~ F where F is the uniform cdf on [0, 1]. Give an expression for the

cdf G of the random variable y = x2.

Ex. 2.8.18. Let F be the cdf on R defined by F(s) = ¢°/(1 +¢€°) for s € R.

1. Obtain the quantile function corresponding to F.
2. Let x ~ F and compute P{0 < x <In2}.
Ex. 2.8.19. Let y ~ F, where F is a cdf. Show that F(s) = E [1{y < s}] for any s.

Ex. 2.8.20. Confirm monotonicity of expectations (fact 2.2.5 on page 60) for the spe-
cial case where x and y are the random variables in (2.40).

Ex. 2.8.21. Prove fact 2.2.6 (existence of k-th moment implies existence of j-th mo-
ment for all j < k).
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Ex. 2.8.22. Confirm the expression for variance of linear combinations in fact 2.4.8.

Ex. 2.8.23. Let x and y be scalar random variables. With reference to fact 2.4.9 on
page 73, is it true that corr[ax, By] = corr[x, y] for any constant scalars « and 5? Why
or why not?

Ex. 2.8.24. Confirm the claim in fact 2.4.10: If x and y are independent, then cov|x, y| =
corr[x,y| = 0.

Ex. 2.8.25. Let x1 and x; be random variables with densities p; and p». Let g be their
joint density. Show that x; and x, are independent whenever 4(s,s’) = p1(s)p2(s’)
forevery s, s’ € R.

Ex. 2.8.26. Fact 2.4.2 tells us that if x and y are independent random variables and g
and f are any two functions, then f(x) and g(y) are independent. Prove this for the
case where f(x) =2xand g(y) =3y — 1.

Ex. 2.8.27. Let x and y be independent uniform random variables on [0,1]. Let
z := max{x,y}. Compute the cdf, density and mean of z.” In addition, compute
the cdf of w := min{x, y}.

Ex. 2.8.28. A discrete random variable x taking values in the set Ny := {0,1,2,...}
has pmf {p;} = {po,p1,...}, if P{x = j} = p;forallj € No. (Here {p;} is a
sequence in [0, 1] with Z}"’:O pj = 1.) Let u and v be indepedent random variables
taking values in No with pmfs {p;} and {g;} respectively, and let z := u + v. Obtain
an expression for the pmf of z in terms of {p;} and {g;}.

Ex. 2.8.29. Confirm the solutions in (2.26).
Ex. 2.8.30. Consider the setting of §2.4.4. Let a*, p* and ¢* be as defined there. Let
the prediction error u be defined as u := y — ¢*(x). Show that

LE[F(x)]=E]

2. var[¢*(x)] = corr[x,y]? var[y]
3. var[u] = (1 — corr|x, y]?) var[y]

Ex. 2.8.31. Continuing on from exercise 2.8.30, show that cov[¢*(x), u] = 0.

7Hint: Fix s € R and compare the sets {z < s} and {x < s} N {y < s}. What is the relationship
between these two sets?
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Ex. 2.8.32. Show that if x is a random vector with [E [xx'] = I and A is a conformable
constant matrix, then [E [x'Ax] = trace(A).

Ex. 2.8.33. Let x be random and let a be constant. Show that if E[x] = u and
var[x] = Z, then E [a’x] = a’p and var[a’x] = a’Xa.

Ex. 2.8.34. Let x be a random K X 1 vector. Show that E [xx'] is nonnegative definite.

Ex. 2.8.35. Let x = (x1,...,xn) ~ N(0,Iy).

1. Are x1 and x, independent? Why or why not?

2. What is the distribution of x3? Why?

3. What is the distribution of x7/x3? Why?

4. What is the distribution of x1[2/ (x3 + x3)]'/2? Why?

5. What is the distribution of ||x||?? Why?

6. If ais an N x 1 constant vector, what is the distribution of a’x?
Ex. 2.8.36. Prove the Chebyshev inequalities (2.11) and (2.12).

Ex. 2.8.37. Let {x,} be a sequence of random variables satisfying x, = y for all n,
where y is a single random variable. Show thatif P{y = —1} = P{y = 1} = 0.5,

then x,, - 0 fails. Show that if P{y =0} =1, then x, % 0holds.

Ex. 2.8.38. We saw in fact 2.5.4 that if x;, L x, then x,, i> x. Show that the converse
is not generally true. In other words, give an example of a sequence of random
variables {x,} and random variable x such that x, converges to x in distribution,
but not in probability.

Ex. 2.8.39. In this exercise, we complete the proof of the LLN on page 78. Let {x,}
be an IID sequence of random variables with common distribution F. Show that
[E [#n] — [ sF(ds) and var[¥y] — 0as N — co.

Ex. 2.8.40. Confirm (2.32) via theorem 2.5.2 and fact 2.5.4.

Ex. 2.8.41. Letu ~ U[0,1] and x, :=nl{0 <u <1/n}forn=1,2,...

1. Calculate the expectation of x;,.
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2. Show that x, P 0asn — oo.

Ex. 2.8.42. Let x be any random variable with [E [x] = p and var[x] = ¢ < co. Show
that x,, :== x/n converges to zero in probability as n — oo.

Ex. 2.8.43. This exercise covers some of the proof behind theorem 2.5.3 on page 81.
Suppose that {t,} is a sequence of random variables, 6 is a constant, and

ity —0) 5 N(0,0%) as n— oo

Let g: R — R be differentiable at 6 with ¢’(6) # 0. Taking a first order Taylor
expansion of ¢ around 6, we can write g(t,) = ¢(0) + ¢'(6)(tn —0) + R(t, — 0),
where R(t, — 0) is a remainder term. It turns out that under these conditions we
have /nR(t, —0) %5 0. The details are omitted. Using this fact, prove carefully that

Vi{g(ta) — g(6)} % N(0,g'(8)%02).

Ex. 2.8.44. Using fact 2.5.1 (page 75) as appropriate, prove the following part of

fact 2.6.12: If X, P X and Y, L Y, then X, Y, P, XY whenever the matrices are
conformable.

Ex. 2.8.45. Confirm the following claim in fact 2.6.11: If a’x,, Py a'x for everya € RK,
then x;, Pox.

Ex. 2.8.46. Let {x, } be a sequence of vectors in R?, where x,, := (x,,, y,,) for each n.
Suppose that x;, 5 0Ge., x, 5 0and Yn %5 0). Show that [|%2 || 5o.

Ex. 2.8.47. Verify the first part of fact 2.6.10 on page 86. (Note that exercise 2.8.46 is
a warm up to this exercise.)

Ex. 2.8.48. Confirm the claim /N (Xy — #) 4 N(0,%) in theorem 2.6.1.

Ex. 2.8.49. Let {x, } be an IID sequence of random vectors in RX with | [x,,] = 0 and
var[x,| = Ik. Let
o1 .
XN = — x, and yn:=N-|xy]|
N n=1

What is the asymptotic distribution of {yy}?
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2.8.1 Solutions to Selected Exercises

Solution to Exercise 2.8.1. If A, B and C are disjoint, then A U B and C are also
disjoint, and AUB U C = (AU B) UC. As a result, using additivity over pairs,

P(AUBUC) = P((AUB)UC) = P(AUB) + P(C) = P(A) + P(B) + P(C)

This result can be extended to an arbitrary number of sets by using induction.  [J

Solution to Exercise 2.8.2. Pick any sets A, B € F. To show that
P(AUB) =P(A)+P(B)—P(ANB)

we start by decomposing A into the union of two disjoint sets: A = [(AUB) \ B] U
(AN B). Using additivity of P, we then have

P(A) =P[(AUB)\ B]+ P(ANB)
Since B C (AU B), we can apply part 1 of fact 2.1.1 (page 49) to obtain
P(A) =P(AUB) —P(B)+P(ANB)

Rearranging this expression gives the result that we are seeking. O

Solution to Exercise 2.8.3. First, P(C) = 1/3as1 = P(Q)) = P(AUBUC) =
P(A) +P(B)+P(C) = 1/3+1/3+ P(C), and hence P(C) = 1/3. In addition,
P(AUB) = 2/3, P(ANB) = 0, P(A) = 2/3, P(A°UB‘) = P((ANB)) =
P(Q) =1,and P(ANC) =0 # 1/9 = P(A)P(C). Therefore A is not independent
of C. O

Solution to Exercise 2.8.4. When the dice is rolled one face must come up, so the
sum of the probabilities is one. More formally, letting ) = {1,...,6} be the sample
space, we have

6 6
P{1,...,6} =PUS_  {m} =) P{m}=) qmu=1
m=1 m=1
Solving the last equality for g4, we get g = 1/21. O

Solution to Exercise 2.8.5. To show that P is a probability on () we need to check
that
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1. I{wp € A} € [0,1] for every A C Q.
2. H{wp e O} =1
3. f ANB =@, then 1{wy € AUB} = 1{wy € A} + 1{wy € B}
1 is immediate from the definition of an indicator function. 2 holds because wy € Q).
Regarding 3, pick any disjoint A and B. If wg € A, then wy € B, and we have
I{woe AUB} =1=1{wy € A} + 1{wp € B}
If wy € B, then wy ¢ A, and once again we have
1{woe AUB} =1=1{wy € A} + 1{wy € B}
Finally, if wy is in neither A nor B, then
I{wo € AUB} =0=1{wy € A} + 1{wo € B}
We have shown that 1-3 hold, and hence P is a probability on Q). O
Solution to Exercise 2.8.6. Suppose that P(A) = 0 and that B € F. We claim that

P(ANB) = P(A)P(B), or, in this case, P(A N B) = 0. Using nonnegativity and
monotonicity of P (fact 2.1.1), we obtain

0<P(ANB) < P(A) =0
Therefore P(A N B) = 0 as claimed.

Now suppose that P(A) = 1. We claim that P(A N B) = P(A)P(B), or, in this case,
P(A N B) = P(B). In view of fact 2.1.2 on page 50, we have

P(ANB) =P(A)+P(B) —P(AUB)

Since P(A) = 1, it suffices to show that P(A U B) = 1. This last equality is implied
by monotonicity of P, because 1 = P(A) < P(AUB) < 1.

Next, suppose that A is independent of itself. Then P(A) = P(ANA) =P(A)P(A) =
P(A)2. If a = a?, then eithera = O ora = 1.

Finally, let A and B be independent. We have
P(A°NB°) =P((AUB)") =1—-P(AUB)

Applying fact 2.1.2 and independence, we can transform the right-hand side to ob-
tain
P(A°NB°) =(1-P(A))(1-P(B)) =P(A°)P(B°)

In other words, A° and B¢ are independent. O
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Solution to Exercise 2.8.7. The proof is almost identical to the proof of additivity in
example 2.1.3 (page 49). O

Solution to Exercise 2.8.8. The proof of independence is essentially the same as the
proof of independence of A and B in example 2.1.5 (page 51). O

Solution to Exercise 2.8.10. We want to show that E [ax] = «akE [x] is valid. To see
this, observe that

/ J
ax(w) = a [Z sjllAj(w)] =) asila(w)
j=1 j=1
Hence, applying (2.8),

E [ax] = i(xsj]P(A]-) =u = alE [x]
j=1

]
) sP(A))
j:1
0

Solution to Exercise 2.8.11. Consider the sum x 4+ y. By this, we mean the random
variable (x + y)(w) := x(w) + y(w). We claim that E [x + y| = E [x] + E [y]. To see
that this is the case, note first that

(x+y)(w) = T p(w) + I a(w) + 21 pnp(w)

(To check this, just go through the different cases for w, and verify that the right
hand side of this expression agrees with x(w) + y(w). Sketching a Venn diagram
will help.) Therefore, by the definition of expectation,

E[x+y]=P(A\B)+P(B\A)+2P(ANB) (2.41)
Now observe that A = (A \ B) U (A N B) and hence, by disjointness,
E [x] :=P(A) =P(A\B)+P(ANB)
Performing a similar calculation with y produces
E[y] :=P(B)=P(B\ A)+P(ANB)

Adding these two produces the value on the right-hand side of (2.41), and we have
confirmed that E [x +y] = E [x] + E [y]. O
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Solution to Exercise 2.8.12. We are assuming that x has finite range, and hence takes
only finitely many different values. Let m be the largest such value. For this m, we

have
li_>m Fi(s) > Fx(m) =P{w e Q:x(w) <m} =P(Q) =1
S—00
(The inequality is due to the fact that Fy is increasing.) On the other hand,
sli_{?o Fi(s) = sli_{?o P{x <s} < Slgrgo P(Q) =1

From these two inequalities we get 1 < limg_, Fx(s) < 1, which is equivalent to
lims_>oo Px(s) — 1. D
Solution to Exercise 2.8.14. Fix s > 0. Using additivity over disjoint sets, we have
Fiy(s) ==P{x| <s} =P{-s<x<s} =P{x = —s} + P{-s <x <s}
By assumption, P{x = —s} = 0. Applying fact 2.3.1 on page 62 then yields
Fiy(s) = P{—s <x <s} =F(s) — F(—s)

The claim F,|(s) = 2F(s) — 1 now follows from the definition of symmetry. O

Solution to Exercise 2.8.15. That 0 < p; < 1 for each j follows immediately from
the definition of P. In addition, using additivity of I°, we have

J J
Yopi=Y Plx=s}=PU_ {x=s}=PQ)=1 (2.42)
j=1 j=1

(We are using the fact that the sets {x = s;} disjoint. Why is this always true? Look
carefully at the definition of a function given in §4.2.) O]

Solution to Exercise 2.8.16. Let z := G~ !(u). We want to show that z ~ G. Since G
is monotone increasing we have G(a) < G(b) whenever a < b. As a result, for any
s €R,

P{z <s}=P{G }(u) <s} =P{G(G(u)) <G(s)} =P{u < G(s)} = G(s)

We have shown that z ~ G as claimed. O]

Solution to Exercise 2.8.17. Evidently G(s) = 0 when s < 0. For s > 0 we have
P{x? < s} = P{Jx] < V5} = P{x < 5} = F(5)
Thus, G(s) = F(1/s)1{s > 0}. O
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Solution to Exercise 2.8.20. If x(w) := 1{w € A} < I{w € B} =: y(w) for any
w € O, then A C B. Ifw € A, then x(w) = 1. Since x(w) < y(w) < 1, we then
have y(w) = 1, and hence w € B.) Using fact 2.2.2 and monotonicity of I°, we then
have

E[x] = E[l{w € A}] = P(A) < P(B) = E[l{w € B}] = E[y]

as was to be shown. O
Solution to Exercise 2.8.21. Let a be any nonnegative number, and let j < k. If a >
1,thena/ < a*. Ifa < 1,thena/ < 1. Thus, foranya > 0, we havea/ < a*+ 1, and for
any random variable x we have |x|/ < |x|¥ 4- 1. Using monotonicity of expectations

(fact 2.2.5 on page 60) and EE [1] = 1, we then have E [|x|/] < E [|x*|] + 1. Hence the
j-th moment exists whenever the k-th moment exists. O
N
=E Y anxy —E
n=1

| Lown])

N 2
= FE (;an(xn — ]E[xn])> }

Solution to Exercise 2.8.22. We have

N
var [Z XXy

n=1

[N
=E ;tx%(xn —E[xa])* +2 Y anttm (0 — E[xa]) (X — E[x])

n<m
N
= Z zx%l var[x,| + Z Xy COV [ Xy, Xop]

n=1 n<m
as required. O
Solution to Exercise 2.8.26. Let u := f(x) = 2x and v := ¢(y) = 3y — 1, where

x and y are independent. Independence of u# and v can be confirmed via (2.24) on
page 71. Fixing s; and s; in R, we have

P{u <s,v<s} =P{x <s1/2,y < (sp+1)/3}
=P{x <s1/2}P{y < (so+1)/3} = P{u <s1}P{v < sp}

Thus u and v are independent as claimed. O
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Solution to Exercise 2.8.27. As in the statement of the exercise, x and y are indepen-
dent uniform random variables on [0,1], z := max{x,y} and w := min{x,y}. As
a first step to the proofs, you should convince yourself that if a, b and c are three
numbers, then

e max{a, b} <cifandonlyifa <candb <c

e min{a, b} <cifandonlyifa <corb<c
Using these facts, next convince yourself that, for any s € R,

e z<s}={x<sin{y<s}

e fw<s}={x<sjU{y<s)

(For each, equality, show that if w is in the right-hand side, then w is in the left-hand
side, and vice versa.) Now, for s € [0, 1], we have

P{z <s} =P{{x <s}n{y <s}]=P{x <s}P{y <s} =5’

By differentiating we get the density p(s) = 2s, and by integrating fol sp(s)ds we get
E [z] = 2/3. Finally, regarding the cdf of w, for s € [0,1] we have

P{w<s} =P[{x <s}U{y <s)]
—P{x<s}+P{y<s}-P{x<s}n{y<s)]

Hence P{w < s} = 2s — s, O

Solution to Exercise 2.8.31. Usingy = ¢*(x) 4+ u and the results form exercise 2.8.30,
we have

var[(*(x) + u| = varl[y]
= corr[x, y]? var[y] + (1 — corr[x, y]?) var|y]
= var[{*(x)] + var[u]

It follows (why?) that cov[¢*(x), u] = 0 as claimed. O
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Solution to Exercise 2.8.35. First note that since x ~ A(0,Iy) we have cov[x;, x;] =

0 for all i # j. Since uncorrelated normal random variables are independent, we

then have xq,...,xN ~ N (0,1). Since sums of squares of independent standard

normals are chi-squared, we have in particular that
S 2
Y X~ x (k) (2.43)
for any k < N. The solutions to the exercise can now be given:

1. Yes, for the reason just described.
2. x3 ~ x%(1) by (2.43)

3. x3/x3 ~ F(1,1), because if Q; ~ x*(k1) and Q2 ~ x?*(k2) and Q; and Q; and
independent, then (Q1/k1)/(Q2/k) ~ F(ky,k2).

4. x1[2/ (x5 + x2)]1/2 ~ t(2), because if Z ~ N(0,1) and Q ~ x?(k) and Z and Q
are independent, then Z(k/Q)'/? ~ t(k).

5. ||x[|2 = X1 23, ~ x2(N) by (2.43).

6. Linear combinations of normals are normal, so y := a’x is normal. Evidently
E [y] = E [a’x] = a'E [x] = 0. Using independence, we obtain

VaI‘ Z a, var xn Z ay

Hence y ~ N'(0, N, a2).
O]

Solution to Exercise 2.8.36. Pick any nonnegative random variable x and 6 > 0. By
considering what happens at an arbitrary w € (), you should be able to convince
yourself that

x=1{x>0x+1{x <d}x > 1{x > 6}

Using fact 2.2.5 (page 60), fact 2.2.2 (page 58) and rearranging gives (2.11). Regard-
ing (2.12), observe that

x? = 1{|x| > 6}x% 4+ 1{|x| < 6}x% > 1{|x| > §}4?

Proceding as before leads to (2.12). O]
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Solution to Exercise 2.8.37. From the definition of convergence in probability (see
§2.5.1), the statement x,, > 0 means that, given any 6 > 0, we have P{|x,| > ¢} —
0. Consider first the case where P{y = —1} = P{y = 1} = 0.5. Take § = 0.5. Then,
since x, = y for all n,

P{|xs| > 6} = P{|y| > 0.5} =1

Thus, the sequence does not converge to zero. Hence x, %, 0 fails. On the other
hand, if P{y = 0} = 1, then for any 6 > 0 we have

P{lxa| > 6} = P{ly| > 5} = 0

This sequence does converge to zero (in fact it’s constant at zero), and x;, 2 0 holds.
O

Solution to Exercise 2.8.38. We want to give an example of a sequence of random
variables {x,} and random variable x such that x, converges to x in distribution,
but not in probability. Many examples can be found by using IID sequences. For
example, if {xn};;":1 and x are IID standard normal random variables, then x, and
x have the same distribution for all 7, and hence x;,, converges in distribution to x.
However, z, := x, — x has distribution N/ (0,2) for all n. Letting z be any random
variable with distribution N (0,2) and ¢ be any strictly positive constant, we have
P{|x, — x| > 6} = P{|z| > 6} > 0. Thus, P{|x, — x| > 4} does not converge to
Zero. [

Solution to Exercise 2.8.39. By linearity of expectations,

N
E [#y] = % ) Bl = %/sF(ds) = [ sk(as)

This confirms that E [¥x] — [ sF(ds) as claimed. To see that var[Xy] — 0as N — oo,
let 02 be the common variance of each x,,. Using fact 2.4.8, we obtain

var l%x =L%UZ+£ZCOV[X Xm)
anl n N2 — N2 ns,Avm

n<m

By independence, this reduces to var[xy] = ¢/ N, which converges to zero. O
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Solution to Exercise 2.8.44. Let X, % X and Y, %Y. To prove that X, Y, P XY,
we need to show that the i, j-th element of X, Y, converges in probability to the i, j-th
element of XY. By hypothesis, we have

X} ﬁ)xik and y,'fjiykj forall k

Applying fact 2.5.1 on page 75 twice, we obtain
XYk 5 xikyxj forall k
and then
; xﬁcyfj e ; XikYkj
In other words, the i, j-th element of X,,Y,, converges in probability to the i, j-th ele-

ment of XY. n

Solution to Exercise 2.8.45. If a'x, - a'x for every a € R, then we know in par-
ticular that this convergence holds for the canonical basis vectors. Hence

eixn ﬁ> e,'(x for every k

kP

xk 5 xk forevery k  (elementwise convergence)

Xn 4> X (vector convergence, by definition)

O

Solution to Exercise 2.8.46. From fact 2.5.1 on page 75, we know thatif g: R — R
is continuous and {u, } is a scalar sequence of random variables with u,, P u, then

g (un) LA g(u). We also know that if u, B uwand v, B o, then uy + v, 5 u+ 0. By
assumption, we have
Xn 20 and Yn o

2h02=0 and 2B 02=0

Ixal?=22+2 Bo+r0=0

p
[xull = y/[1xall> = VO =0
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Solution to Exercise 2.8.47. Let {x;,} be a sequence of random vectors in RX and x
be a random vector in RX. We need to show that

ngxkforallk = ]|xn—x|\£>0

A special case of this argument can be found in the solution to exercise 2.8.46. The
general case is similar: Suppose first that x}’ LA xi for all k. Combining the various
results about scalar convergence in probability in fact 2.5.1 (page 75), one can then
verify (details left to you) that

K
lIxn — x| := J Y (ar—x)2 50 (n— )

k=1

Regarding the converse, suppose now that ||x,, — x|| 0. Fixe > 0and arbitrary k.
From the definition of the norm we see that |x} — x| < [|x,;, — x|| is always true, and
hence

X} — x| > = ||[xu—x|| > €

{lxx = x| > e} < {lxn = x| > €}
0 <P{|x} —xx| > €} <P{||xp — x| >€} =0

The proof is done. O

Solution to Exercise 2.8.48. Define
z,:=VN((xy—pn) and z~ N(0,%)

We need to show that z, 4 2. To do this, we apply the Cramer-Wold device
(fact 2.6.11, page 87) and the scalar CLT (theorem 2.5.2, page 80). To begin, fix
a € RK. Observe that

a'zy := VN (7 — E [ya])

where y, := a’x,. Since y, is IID (in particular, functions of independent random
variables are independent) and

varly,] = var[a'x,| = a’ var[x,]a = a'Ta

the scalar CLT yields
a'z, % N(0,a’'Za)

Since a’z ~ N(0,a’Xa), we have shown that a’z, 4 a'z. Since a was arbitrary, the
Cramer-Wold device tells us that z, converges in distribution to z. O
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Solution to Exercise 2.8.49. By assumption, {x; } is an IID sequence in RX with E [x,] =
0 and var|x,] = Ik. It follows from the vector central limit theorem that

\/N)_(N i) Z ~ N(O,IK)

Letting ¢(s) := ||s||* and applying the continuous mapping theorem (fact 2.6.13 on
page 88), we obtain

K
_ d
N = VN |2 = 2] = ) %
k=1

From fact 2.4.4 on page 72 we conclude that yy 4 x> (K). O
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Orthogonality and Projections

[roadmap]

3.1 Orthogonality

[roadmap]

3.1.1 Definition and Basic Properties

Let x and z be vectors in RN. If X'z = 0, then we write x | z and call x and
z orthogonal. In R?, x and z are orthogonal when they are perpendicular to one
another, as in figure 3.1. For x € RN and S ¢ RN, we say that x is orthogonal to S
if x L zforall z € S (figure 3.2). In this case we write x | S.

Fact3.1.1. If B C S with span(B) = S, thenx L Sif and only if x L b forall b € B.

A set of vectors {xi,...,xg} C RN is called an orthogonal set if its elements are
mutually orthogonal; that is, if x; L x; whenever j and k are not equal.

Fact 3.1.2 (Pythagorian law). If {x3, ..., xx} is an orthogonal set, then

Ixa + - x| = [l + - xl®

Orthogonal sets and linear independence are closely related. In particular,

107
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Figure3.1: x L z

Figure3.2: x L S
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Fact 3.1.3. Let O = {xq,...,xg} C RN be an orthogonal set. If 0 ¢ O, then O is
linearly independent.

While not every linearly independent set is orthogonal, a partial converse to fact 3.1.3
is given in §3.3.3.

A set of vectors O C RN is called an orthonormal set if it is an orthogonal set and
|lu|| = 1 for all u € O. An orthonormal set that spans a linear subspace S of RN is
called an orthonormal basis for S. The standard example of an orthonormal basis
for all of RN is the canonical basis vectors e, . . ., ex.

One neat thing about orthonormal bases is the following: If O = {u;, ..., ux} is any
basis of S C RV, then we can write x in terms of the basis vectors as in x = Zszl KUy
for suitable scalars ay, ..., ag. The value of these scalars is not always transparent,
but for an orthonormal basis we have a; = x'uy, for each k. That is,

Fact3.1.4. If {uy,...,ug} is an orthonormal set and x € span{uy, ..., ux}, then

(X g )y 3.1)
1

K
X =

k=
The proof is an exercise.

An orthogonal matrix is an N X N matrix Q such that the columns of Q form an
orthonormal set. If Q is an orthonormal matrix then the columns of Q must form an
orthonormal basis for RN, (Why?) Since the columns of an orthogonal matrix Q are
linearly independent, we know that Q is invertible. Indeed, the inverse is just the
transpose. This and other useful facts are collected below:

Fact 3.1.5. Let Q and P be orthogonal N x N matrices. The following statements are
true:

1. Q! = Q/, and Q' is also orthogonal.
2. QP is an orthogonal matrix.

3. det(Q) € {—1,1}.
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3.1.2 Orthogonal Decompositions

Recall from §1.4.4 that an N x N matrix A is diagonalizable if it is similar to a di-
agonal matrix, and this occurs precisely when the eigenvectors of A span RN. In
particular, by theorem 1.4.1 on page 33, we have A = PDP~!, where (col,(P), A,,)
is an eigenpair of A for each n. There is one important case where we can say more:

Theorem 3.1.1. If A is a symmetric N x N matrix, then an orthonormal basis of RN can
be formed from the eigenvectors of A. In particular, A can be diagonalized as A = QDQ’,
where Q is the orthogonal matrix constructed from this orthonormal basis, and D is the
diagonal matrix formed from the N eigenvalues of A.

This theorem is sometimes called the spectral decomposition theorem. One nice
application is a proof of fact 1.4.13 on page 37, which states among other things that
symmetric matrix A is positive definite if and only if its eigenvalues are all positive.
Exercise 3.6.5 and its solution step you through the arguments.

There is another kind of matrix decomposition using orthogonality that has many
important applications: the QR decomposition.

Theorem 3.1.2. If A is an N x K matrix with linearly independent columns, then there
exists an invertible upper triangular K x K matrix R and an N x K matrix Q with or-
thonormal columns such that A = QR.

Remark: Q isn’t referred to as an orthogonal matrix here because it isn’t in general
square. We'll give a constructive proof of theorem 3.1.2 when we get to §3.3.3.

3.1.3 Orthogonal Complements

Given S C RY, the orthogonal complement of S is defined as
Sti={xeRN:x LS}

In other words, S* is the set of all vectors that are orthogonal to S. Figure 3.3 gives
an example in R?.

Fact 3.1.6. For any nonempty S C RY, the set S is a linear subspace of RV,
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SJ_

Figure 3.3: Orthogonal complement of S

This is easy enough to confirm: Looking back at the definition of linear subspaces,
we see that the following statement must be verified: Given x,y € S L and «, BER,
the vector that ax 4 By is also in St Clearly this is the case, because if z € S, then

(ax+ By)'z = ax'z + By'z (.- linearity of inner products)
=ax0+px0=0 (- xy€StandzcS)

We have shown that ax + By L z for any z € S, thus confirming that ax + By € S*.

Fact 3.1.7. For S C RN, we have SN S+ = {0}.

3.2 Orthogonal Projections

[Roadmap]

3.21 The Orthogonal Projection Theorem

One problem that comes up in many different contexts is approximation of an el-
ement y of RN by an element of a given subspace S of RN. Stated more precisely,
the problem is, given y and S, to find the closest element ¥ of S to y. Closeness is in
terms of Euclidean norm, so ¥ is the minimizer of ||y — z|| over all z € S:

y = argmin ||y — z|| (3.2)

z€S
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Figure 3.4: Orthogonal projection

Existence of a minimizer is not immediately obvious, suggesting that § may not be
well-defined. However, it turns out that we need not be concerned, as y always
exists (given any S and y). The next theorem states this fact, as well as providing a
way to identify .

Theorem 3.2.1 (Orthogonal Projection Theorem I). Let y € RN and let S be any
nonempty linear subspace of RN. The following statements are true:

1. The optimization problem (3.2) has exactly one solution.

2. Vector § € RN is the unique solution to (3.2) ifand only if § € Sandy —§ L S.

The vector ¥ in theorem 3.2.1 is called the orthogonal projection of y onto S. Al-
though we do not prove the theorem here, the intuition is easy to grasp from a
graphical presentation. Figure 3.4 illustrates. Looking at the figure, we can see that
the closest point § to y within S is indeed the one and only point in S such thaty — §
is orthogonal to S.

[Add a proof?]

Example 3.2.1. Lety € RN and let 1 € RYN be the vector of ones. Let S be the set of
constant vectors in RN, meaning that all elements are equal. Evidently S is the span
of {1}. The orthogonal projection of y onto S is § := i1, where 7 is the scalar

o1
7=y LY
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Figure 3.5: Orthogonal projection under P

formed by averaging the elements of y. Since §¥ € S clearly holds, to verify claim
this we only need to check that y — ¥ is orthogonal to S, for which it suffices to show
that (y — §)'1 = 0. This is true because

N N N
. . i 1
(y-9)1=y1-91= Zlyn —jy1'1 = Zlyn -~ ZlynNz 0
n= n—= n=

3.2.2 Orthogonal Projection as a Mapping

Holding S fixed, we can think of the operation
y + the orthogonal projection of y onto S

as a function from RN to RN. The function is typically denoted by P, so that, for
eachy € RN, the symbol Py represents image of y under P, which is the orthogonal
projection §. (We should perhaps write Pg but to simplify notation we’ll stick with
P. Hopefully the subspace that determines P will be clear from context.) In general,
P is called the orthogonal projection onto S. Figure 3.5 illustrates the action of P on
two different vectors.

Using this notation, we can restate the orthogonal projection theorem, as well as
adding some properties of P:

Theorem 3.2.2 (Orthogonal Projection Theorem II). Let S be any linear subspace, and
let P: RN — RN be the orthogonal projection onto S. The following statements are true:
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1. The function P is linear.
Moreover, for any y € RN, we have

2. Pyes,

3.y—Py LS,

4. [lyl[*> = [Pyl + [ly — Pyll?,
5. [IPyll < [lyll, and

6. Py =yifand onlyify € S.

These results are not difficult to prove, given theorem 3.2.1. Linearity of P is left as
an exercise (exercise 3.6.11). Parts 2 and 3 follow directly from theorem 3.2.1. To see
part 4, observe that y can be decomposed as y = Py + y — Py. Part 4 now follows
from parts 2-3 and the Pythagorean law. (Why?) Part 5 follows from part 4. (Why?)
Part 6 follows from the definition of Py as the closest point to y in S.

Fact 3.2.1. If {uy, ..., ug} is an orthonormal basis for S, then, for each y € RN,

K
Py = ) (y'u)uy (3.3)
=1

Fact 3.2.1 is a fundamental result. We can see it’s true immediately because the right
hand side of (3.3) clearly lies in S (being a linear combination of basis functions) and,
for any u; in the basis set

K

(y —Py)uj =y'u;— Y (y'w)(wu) =y'u—y'u;=0
k=1

This confirms y — Py L S by fact 3.1.1 on page 107.

There’s one more very important property of P that we need to make note of: Sup-
pose we have two linear subspaces S; and S, of RN, where S; C S,. What then is
the difference between (a) first projecting a point onto the bigger subspace Sy, and

then projecting the result onto the smaller subspace S1, and (b) projecting directly to
the smaller subspace S1? The answer is none—we get the same result.

Fact 3.2.2. Let S; and S, be two subspaces of RN, and let y € RN. Let Py and P, be
the projections onto S; and S; respectively. If S; C S;, then

PPy = PoP1y = Py
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Figure 3.6: Orthogonal projection

3.2.3 Projection as Decomposition

There’s yet another way of stating the orthogonal projection theorem, which is also
informative. Recall the definition of orthogonal complements from §3.1.3. In the
orthogonal projection theorem, our interest was in projecting y onto S, but we have
just learned that S+ is itself a linear subspace, so we can also project y onto S*. Just
as we used P to denote the function sending y into its projection onto S, so we’ll
use M to denote the function sending y into its projection onto S+. The result we'll
denote by 1, so that @ := My. Figure 3.6 illustrates. The figure suggests that we will
have y = ¥y + 11, and indeed that is the case. The next theorem states this somewhat
more mathematically.

Theorem 3.2.3 (Orthogonal Projection Theorem III). Let S be a linear subspace of RN.
If P is the orthogonal projection onto S and M is the orthogonal projection onto S+, then Py
and My are orthogonal, and

y =Py +My

If S; and S, are two subspaces of RN with S; C Sy, then SzL - Sf. This means that
the result in fact 3.2.2 is reversed for M.

Fact 3.2.3. Let 51 and S, be two subspaces of RN and let y € RN. Let M; and M, be
the projections onto Si- and Sy respectively. If S; C S, then,

MM,y = MoMyy = Moy
Fact 3.2.4. Py = 0 if and only if y € S*, and My = 0 if and only ify € S.!

'For example, if Py = 0, then y = Py + My = My. Hence M does not shift y. If an orthogonal



CHAPTER 3. ORTHOGONALITY AND PROJECTIONS 116

3.3 Applications of Projection

[Roadmap]

3.3.1 Projection Matrices

As stated in theorem 3.2.2, given any subspace S, the corresponding orthogonal
projection P is a linear map from RN to RN. In view of theorem 1.3.1 on page 20, it
then follows that there exists an N x N matrix P such that Px = Px forallx € RN. In
fact we’ve anticipated this in the notation P, and from now on P will also represent
the corresponding matrix. But what does this matrix look like?

Theorem 3.3.1. Let S be a subspace of RN. If P is the orthogonal projection onto S and
{b1,..., b} isany basis for S, then

P = B(B'B) !B’ (3.4)

where B is the matrix formed by taking this basis as its columns.

This result is actually a generalization of fact 3.2.1 on page 114. While the expression
isn’t quite as neat, the advantage is that it applies to any basis, not just orthonormal
ones. We further explore the connection between the two results in §3.3.3.

Proof of theorem 3.3.1. Fix y € RN. The claim is that the vector § := B(B'B) !By is
the orthogonal projection of y onto S, where B is the matrix defined by coly(B) = by.
To verify this, we need to show that

1.ye€S,and
2.y—-y LS.

Part 1 is true because ¥ can be written as § = Bx where x := (B’B) ~!B’y. The vector
Bx is a linear combination of the columns of B. Since these columns form a basis of
S they must liein S. Hence § € S as claimed.

projection onto a subspace doesn’t shift a point, that’s because the point is already in that subspace
(see, e.g., theorem 3.2.2). In this case the subspace is S, and we conclude thaty € S*.
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Regarding part 2, from the assumption that B gives a basis for S, all points in S have
the form Bx for some x € RX. Thus part 2 translates to the claim that

y — B(B'B) !B’y L Bx for all x € RX
This is true, because if x € RX, then
(Bx)'ly — B(B'B) " 'B'y] = x'[B'y — B'B(B'B) 'B'y] = x'[B'y — B'y] =0
The proof of theorem 3.3.1 is done. O

Theorem 3.3.1 and its proof implicitly assume that B’B is nonsingular, but this is
justified because B is assumed to be full column rank (exercise 3.6.17).

The matrix P := B(B’'B) !B’ defined in (3.4) is called the projection matrix associ-
ated with the basis B (or the subspace S). It is common to also define the annihilator
associated with B as

M:=1-P (3.5)

Here 1 is, as usual, the identity matrix (in this case N x N). In view of theorem 3.2.3,
the annihilator matrix projects any vector onto the orthogonal complement of S.

Fact 3.3.1. Both P and M are symmetric and idempotent.

The proof is an exercise (exercise 3.6.19). Idempotence is actually immediate be-
cause both P and M represent orthogonal projections onto their respective linear
subspaces. Applying the mapping a second time has no effect, because the vector is
already in the subspace. However you can obtain a more concrete proof by direct
computation.

3.3.2 Overdetermined Systems of Equations

An initial discussion of overdetermined systems was given in §1.3.5. Let’s recall
the main idea, this time using notation oriented towards linear regression (which
is probably the most important application of the theory). We consider a system of
equations XB = y where Xis N x K, Bis K x 1,and y is N x 1. We regard X and y
as given, and seek a B € RX that solves this equation.

If K = N and X has full column rank, then theorem 1.3.2 implies that this system has
precisely one solution, which is X"'y. When N > K the system is overdetermined
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and we cannot in general find a B that satisfies all N equations. We aim instead
for the “best available” vector, which is the B € RX making X8 is as close to y
as possible (in the Euclidean sense). Using the orthogonal projection theorem, the
minimizer is easy to identify:

Theorem 3.3.2. Let X be an N x K matrix with full column rank and let y € RN, The
minimization problem ming g ||y — XB|| has a unique solution. The solution is

B:=(X'X)" X'y (3.6)

Proof. Let X and y be as in the statement of the theorem. Let B be as in (3.6) and let
S := span(X). By the full column rank assumption, X forms a basis for S. In view of
theorem 3.3.1, the orthogonal projection of y onto S is

¥ := X(X'X)" X'y = XB

Pick any B € RX such that B # B. By the definition of S we have § := X8 € S.
Moreover, since B # B we must have § # §. (Why?!) Hence, by the orthogonal
projection theorem (page 112), we have ||y — ¥|| < ||y — ¥||. In other words,

ly = XBIl < lly — XB|

Since B was arbitrary the proof is now done. O

The solution B in theorem 3.3.2 is sometimes called the least squares solution to the
minimization problem described in that theorem. The intuition behind this notation
will be given later on.

Remark 3.3.1. What happens if we drop the assumption that the columns of X are
linearly independent? The set span(X) is still a linear subspace, and the orthogonal
projection theorem still gives us a closest point § to y in span(X). Since § € span(X),
there still exists a vector § such that § = XB. The problems is that now there exists
an infinity of such vectors. Exercise 3.6.18 asks you to prove this.

The projection matrix and the annihilator in this case are
P:=XXX)"'X' and M:=1—-P (3.7)

Fact 3.3.2. The annihilator M associated with X satisfies MX = 0 (exercise 3.6.21).
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3.3.3 Gram Schmidt Orthogonalization

The expression for projection onto a basis given in theorem 3.3.1 is extremely useful.
At the same time, it isn’t quite as neat as the expression for projection onto an or-
thonormal basis given in fact 3.2.1 (page 114). For this and other reasons, it’s nice to
know that any basis of a linear subspace can be converted to an orthonormal basis
in a straightforward way. The rest of this section gives details.

Theorem 3.3.3. Given any linearly independent subset {by,...,bx} of RN, there exists
an orthonormal set {uy, ..., ug} such that

span{by,..., by} =span{uy,...,u} for k=1,...,K

The proof of theorem 3.3.3 provides a concrete algorithm for generating the or-
thonormal set {uy, ..., ux}. The first step is to construct orthogonal sets {v, ..., vy}
with span identical to {by, ..., by} for each k. At the end one can just normalize each
vector to produce orthonormal sets with the same span.

The construction of {vy,..., vk} uses the so called Gram Schmidt orthogonaliza-
tion procedure, which runs as follows: First, for each k = 1,...,K, let By be the
N X k matrix formed by columns by, ..., by. Let P := By (B} By) "B} be the associ-
ated orthogonal projection matrix and let Py := 0. Define vy, ..., vk by

Vi 1= bk - Pkflbk (38)

Looking at the definition of the annihilator in (3.5), the idea behind the algorithm is
clear—we are using the annihilator to project each successive by into the orthogonal
complement of the span of the previous vectors by, ..., by_;.

Exercises 3.6.22-3.6.24 step you through the process of verifying that {vy,..., vy}
is orthogonal with span equal to that of {by,..., by} for k = 1,...,K. As part of
the proof it is shown that no vy equals 0, and hence we can define uy := vi/||vi||.
The set {uy, ..., u;} is clearly orthonormal for each k, and its span is the same as
{v1,...,v¢}. (Why?) In other words, it has the properties stated in theorem 3.3.3.

3.3.4 Solving Systems via QR Decomposition

Let X be an N x K matrix with linearly independent columns xy,...,xx. The QR
decomposition theorem on page 110 tells us that there exists an invertible upper
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triangular K x K matrix R and an N x K matrix Q with orthonormal columns such
that X = QR. Now we have theorem 3.3.3 in hand, we can give a construction for
these matrices.

To begin, theorem 3.3.3 gives us existence of an orthonormal set {uy,...,ug} such
that the span of {uy, ..., u;} equals thatof {xy,...,x¢} fork =1,...,K. In particular,
X is in the span of {uy, ..., u;}. Appealing to fact 3.1.4 on page 109, we can write

x1 = (xjuy)ug
xo = (Xpup)ug + (xhup)uy
x3 = (xjup)uy + (3up)uy + (x5u3)us

and so on. Sticking to the 3 x 3 case to simplify expressions, we can stack these
equations horizontally to get

I I (xqu1) (xqu1) (xzuq)
X1 X2 X3 = u; uz u3
I I 0 0 (x3us)

(e}
—~~
*x
N
=
N
~
—~
x
@
=
N
~—~

or X = QR. This is our QR decomposition.

Given this decomposition X = QR, the least squares solution i& defined in (3.6) can
also be written as B = R™1Q’y. Exercise 3.6.25 asks you to confirm this.

3.4 Projections in L,

The main purpose of this section is to introduce conditional expectations and study
their properties. The definition of conditional expectations given in elementary
probability texts is often cumbersome to work with, and fails to provide the big
picture. In advanced texts, there are several different approaches to presenting con-
ditional expectations. The one I present here is less common than the plain vanila
treatment, but it is, to my mind, by far the most intuitive. As you might expect given
the location of this discussion, the presentation involves orthogonal projection.

3.41 The Space L,

Sometimes we want to predict the value of a random variable y using another vari-
able x. In this case we usually choose x such that y and x are expected to be close
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under each realization of uncertainty. A natural measure of closeness for random
variables is mean squared error (MSE), which is defined in this case as IE [(x — y)?].
This same concept of distance between random variables came up previously in
our linear prediction problem of §2.4.4, as well as in measuring convergence of se-
quences of random variables (see, e.g., page 75). Mean square distance and its vari-
ations constitute the most commonly used measures of deviation between random
variables in probability theory.

One such variation is when we replace MSE with the root mean squared error
(RMSE), which is, as the name suggests, the square root of the MSE. Since we’ll
be using it a lot, let’s give the RMSE its own notation:

lx =yl := E[(x—y)?]

This notion of distance is quite reminiscent of Euclidean distance between vectors.
For example, it’s constructed from a norm, in the sense that if we define the L, norm

as
2]l := /T [2?] (39)

then the RMSE between x and y is the norm of the random variable x — y. This
is similar to the idea of Euclidean distance, where the distance between x and y is
the norm of x — y. Moreover, the norm is obtained by taking the square root after
“summing” over squared values, just like Euclidean norm.

Of course the value (3.9) is only finite if z has finite second moment. So for the
remainder of this section we’ll restrict attention to such random variables. The stan-
dard name of this set of random variables is L,. That is,

L, := { all random variables x with |E [x?] < oo}

The space L, with its norm (3.9) is important partly because it shares so many prop-
erties with Euclidean space, and hence geometric intuition carries over from the
latter to L. We'll see many examples of this below. Here’s a list of some of the
many ways that L is similar to Euclidean space

Fact 3.4.1. Let x and y be random variables in L, and let « and 8 be any scalars. The
following statements are true:

L Jax]] = faf][x]
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2. ||x|| > 0and x| = 0if and only if x = 0.2

B lx +yll < [l +lyll-

One important consequence of these results is that if «, 5 € R and x,y € Ly, then
ax + By also has finite norm, and is therefore in L. More generally, any linear
combination

N1X1] + -+ AKXK, ar €R, x € Ly

of L, random variables is again L,. The following definitions mimic the Euclidean
case: If X := {xq,...,xg} is a subset of L,, then the set of finite linear combinations
of elements of X is called the span of X, and denoted by span(X):

K

span(X) := { all random variables Y  axxy such that a := (ay,...,ax) € ]RK}
k=1

A subset S of L, is called a linear subspace of L, if it is closed under addition and

scalar multiplication. That is, for each x,y € S and «, € R, we have ax + By € S.

Example 3.4.1. Let Z be the set of all zero mean random variables in L,. The set
Z is a linear subspace of L, because if x,y € Z and &, € R, then E [ax + By] =
aE [x] + BE [y] = 0.

Example 3.4.2. Fix p € L, and let S be all zero mean random variables uncorrelated
with p. Thatis, S := {x € Z : cov[x,p] = 0}. The set S is a linear subspace of L,
because if x,y € Sand «, 8 € R, then

covlax + By, p] = E [(ax + By)p] = aF [xp] + BE [yp] = acov(x, p] + pcov[y, p] = 0

Following on from fact 3.4.1, we can draw another parallel between L, norm and
the Euclidean norm. As we saw in §1.1.1, the Euclidean norm is defined in terms of
the inner product on RN. If x and y are two vectors in RY, then the inner product is
x'y, and the norm of vector x is ||x|| = v/x'x. Similarly, for random variables x and
y, we define

(x,y) := inner product of x and y := [E [xy]

2 Actually, while ||x|| = 0 certainly implies that x = 0 in Euclidean space, it isn’t quite true that
|lx|| = 0implies that x is the zero random variable (i.e., x(w) = 0 forall w € Q)). However, we can say
that if ||x|| = 0, then x = 0 with probability one. More formally, the set E := {w € O : |x(w)| > 0}
satisfies P(E) = 0. In this sense, x differs from the zero random variable only in a trivial way. In
the applications we consider this caveat never causes problems. If you do continuous time stochastic
dynamics, however, you'll find that there’s a lot of mathematical machinery built up to keep control
of this issues.
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As for the Euclidean case, we then have

lxll = 4/ {x,x) = /T [x?]

As in the Euclidean case, if the inner product of x and y is zero, then we say that
x and y are orthogonal, and write x | y. This terminology is used frequently in
econometrics (sometimes by people who aren’t actually sure why the term “orthog-
onal” is used—which puts you one step ahead of them). This is because if either x or
y is zero mean, then orthogonality of x and y is equivalent to cov|x, y] = 0. Hence,
for centered random variables, orthogonality is equivalent to lack of correlation.

The next fact shows how the inner product on L; has all the same essential proper-
ties as the inner product on Euclidean space (cf. fact 1.1.1 on page 4).

Fact 3.4.2. For any «, 8 € R and any x, y,z € L, the following statements are true:

L {xy) = {y,x)
2. {ax, By) = ap{x,y)
3. (x, (ay + Bz)) = alx,y) + B(x,2)
This properties follow immediately from linearity of £ . The inequality

() < llxllllyll (allx,y € L)

also carries over from the Euclidean case (see fact 1.1.2 on page 5). In fact we’ve al-
ready seen this inequality—it’s precisely the Cauchy-Schwarz inequality for random
variables shown in fact 2.2.7 on page 60. Now you know why these two inequalities
share the same name.

Given that inner products and norms in L, share so many properties with their
Euclidean cousins, you might not be surprized to learn that a great variety results
about Euclidean space carry over to L,. Often we can just lift the proofs across with
barely a change to notation. Since we know a lot about vectors and Euclidean space,
this process yields many insights about random variables and their properties.

One result that carries across essentially unchanged is the orthogonal projection the-
orem. Let’s now state the L, version. Given y € L, and linear subspace S C L, we
seek the closest element 7 of S to y. Closeness is in terms of L, norm, so 7 is the
minimizer of ||y — z|| over all z € S. That is,

7 = argmin ||y — z|| = argmin /E [(y — 2)?] (3.10)

z€S z€eS
The next theorem mimics theorem 3.2.1 on page 112.
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Theorem 3.4.1 (Orthogonal Projection Theorem 1V). Let y € L, and let S be any
nonempty linear subspace of Ly. The following statements are true:>

1. The optimization problem (3.10) has exactly one solution.

2. Vector §J € Ly is the unique solution to (3.10) if and only if j € Sandy —§ L S.

The vector 7 in theorem 3.2.1 is called the orthogonal projection of y onto S. Hold-
ing S fixed, we can think of the operation

y +— the orthogonal projection of y onto S

as a function from L; to Ly. The function will be denoted by P, so that, for each y €
L, the symbol Py represents image of y under P, which is the orthogonal projection
7. Just as in the Euclidean case this function P is linear, in the sense that

P(ax + By) = aPx + BPy (3.11)
for any x,y € L and scalars « and B. In addition,

Fact 3.4.3. Let S be any linear subspace of L, and let P: L, — L; be the orthogonal
projection onto S. For any y € Ly, we have

2. Pyes
3.y—Py LS
4. |yl = Pyl + lly — Pyll?

a1

Pyl <yl

6. Py =yifandonlyify € S

7. If {uy,...,ux} is an orthonormal basis of S, then
K
Py = ) (y, ux)ux (3.12)
k=1

3There are two small caveats I should mention. First, we actually require that S is a “closed”
linear subspace of L, which means thatif {x,} C S, x € L, and ||x, — x| — 0, then x € S. For the
subspaces we consider here, this condition is always true. Second, when we talk about uniqueness in
Ly, we do not distinguish between elements x and x’ of L, such that P{x = x’} = 1. A nice treatment
of orthogonal projection in Hilbert spaces (of which L, is one example) is provided in Cheney (2001,
chapter 2). Most other books covering Hilbert space will provide some discussion.
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In the final item, the meaning of orthonormal basis is that (uj, ux) = 1if j = k and
zero otherwise, and that S is equal to the span of {uy, ..., ux}. See (3.3) on page 114
for comparison. More generally, these results parallel those given for projection on
Euclidean space, and the proofs are essentially the same.

3.4.2 Application: Best Linear Prediction

There are many many important applications of orthogonal projection in L,. We’ll
treat one of the most important ones in the next section—conditional expectations.
For now let’s stick to a simpler “warm up” applications. Our main objective is to
revisit the problem of best linear predictors from §2.4.4, establishing the same set of
results in a different way.

To begin, let

e 1 := 1o = the constant random variable that is always equal to 1
e S; :=span(1) = the linear subspace of all constant random variables
e P; := be the orthogonal projection onto S;

e Mj := be the annihilator projection (cf. page 117) defined by Mix = x — Pjx

Now let x € L, with E[x] = u and var[x] = 02. Observe first that Pjx = ul.
(We've written “u1” instead of just “u” to remind ourselves that we’re thinking of
a constant random variable, rather than just a constant.) To see this we need only
confirm that u1 € S;, which is obvious, and that E [I1(x — u1)] = 0. The second

claim is also obvious, because E [1(x — ul)] = E [x — u] = E [x] — .

Since Pjx = ul, we have Mjx = x — ul, or, written more conventionally, M;x =
x — p. In other words, M x is the “de-meaned” or “centered” version of x. The norm

of Myxis
[Mix|| = /E[(x — p)?] = 0%

In other words, the norm of M;jx is the standard devation of x.

Next fix x,y € L, and consider projecting y onto Sy := span(L,x). Thatis, S, is
equal to the set of random variables

«+ Bx :=al + Bx forscalars «,pf
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Let P, and M; be the orthogonal projection and annihilator associated with Ss.

Perhaps the easiest way to project y onto S is to find an orthonormal basis {11, 15}
for S, and then apply (3.12). Getting our inspiration from the Gram-Schmidt or-
thogonalization procedure (page 119), we take

X—U Mix
up:=1 and up:= =
ox  [[Max]]
It's easy to check that (uq,uy) = E[ujup] = 0 and ||u1]] = ||uz]| = 1, so this pair

is indeed orthonormal. It’s also straightforward to show that span(ul, up) = Sy, 80
{uy,uy} is an orthonormal basis for S,. Hence, by (3.12),

cov|x,y]
var|[x]

Poy = {y,w)ur + (y, uz)uz = Efy] + (x —E[x])
The missing algebra between these two equations is not difficult to replicate. Alter-
natively, we can write

cov|x, ]

Dy =a"+B*x where B*:= var[

and " :=E[y] — BE [«]

These are the same solutions we obtained using calculus in §2.4.4.

3.4.3 Measurability

Now let’s turn towards a really fundamental application of orthogonal projection
in Lp. We'll set up these results in several steps. To begin, recall that, in the case of
RN, orthogonal projection starts with a linear subspace S of RN. Once we have this
subspace, we think about how to project onto it. The space S is obviously crucial
because once we select S, we implicitly define the orthogonal projection mapping.
So when I tell you that conditional expectation is characterized by orthogonal pro-
jection, you will understand that the first thing we need to do is identify the linear
subspaces that we want to project onto.

The first step in this process is a definition at the very heart of probability theory:
measurability. Let xq,...,x, be some collection of random variables, and let G :=
{x1,..., xp}. Thus, G is a set of random variables, often referred to in what follows
as the information set. We will say that another random variable z is G-measurable
if there exists a (nonrandom) function g: R” — R such that

z=g(x1,...,Xxp)
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Informally, what this means is that once the values of the random variables x1, . .., x
have been realized, the variable z is completely determined (i.e., no longer random)
and it’s realized value can be calculated (assuming that we can calculate the func-
tional form g). You might like to imagine it like this: Uncertainty is realized, in the
sense that some w is selected from the sample space (). Suppose that we don’t get
to view w itself, but we do get to view certain random outcomes. For example, we
might get to observe the realized values x1(w), ..., xp(w). If z is G-measurable, we
can now calculate the realized value z(w) of z, even without knowning w, because
we can compute z(w) = g(x1(w), ..., xp(w)).*

As a matter of notation, if G = {x} and y is G-measurable, then we will also say that
y is x-measurable.

Example 3.4.3. Let x and z be two random variables. If z = 2x + 3, then z is x-
measurable. To see this formally, we can write z = g(x) when g(x) = 2x + 3. Less
formally, when x is realized, the value of z can be calculated.

Example 3.4.4. Let xy, ..., xy be random variables and let X be their sample mean.
IfG = {xq,...,xn}, then ¥y := N1 YN __ x, is clearly G-measurable.

Example 3.4.5. If x and y are independent and neither random variable is constant,
then y is not x-measurable. Indeed, if y was x-measurable, then we would have
y = g(x) for some function g. This contradicts independence of x and y.

Example 3.4.6. Let x, y and z be three random variables with z = x +y. Suppose that
x and y are independent. Then z is not x-measurable. Intuitively, even if we know
the realized value of x, the realization of z cannot be computed until we know the
realized value of y. Formally, if z is x-measurable then z = g(x) for some function
<. But then y = ¢(x) — x, so y is x-measurable. This contradicts independence of x
and y.

Example 3.4.7. Let y = a, where « is a constant. This degenerate random variable
is G-measurable for any information set G, because y is already deterministic. For
example, if G = {x1,...,x,}, then we can take y = g(x1,...,xp) = a + ¥/, Ox;.

If x and y are known given the information in G, then a third random variable that
depends on only on x and y is likewise known given G. Hence G-measurability is
preserved under the taking of sums, products, etc. In particular,

A technical note: In the definition of measurability above, where we speak of existence of the
function g, it is additional required that the function g is “Borel measurable.” For the purposes of
this course, we can regard non-Borel measurable functions as a mere theoretical curiosity. As such,
the distinction will be ignored. See Williams (1991) or any similar text for further details.
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Fact 3.4.4. Let o, B be any scalars, and let x and y be random variables. If x and y are
both G-measurable, then 1 := xy and v := ax 4 By are also G-measurable.

Let G and H be two information sets with G C H. In this case, if random variable z is
G measurable, then it is also H-measurable. This follows from our intuitive definition
of measurability: If the value z is known once the variables in G are known, then it
is certainly known when the extra information provided by H is available. The next
example helps to clarify.

Example 3.4.8. Let x, y and z be three random variables, let G = {x}, and let
H = {x,y}. Suppose that z = 2x + 3, so that z is G-measurable. Then z is also
‘H-measurable. Informally, we can see that z is deterministic once the variables in H
are realized. Formally, we can write z = g(x,y), where g(x,y) = 2x + 3 + Oy. Hence
z is also H-measurable as claimed.

Let’s note this idea as a fact:

Fact 3.4.5. If G C H and z is G-measurable, then z is H-measurable.

We started off this section by talking about how conditional expectations were going
to be projections onto linear subspaces, and we wanted to identify the subspaces.
Let’s clarify this now. Given G C L, define

Ly(G) := {the set of all G-measurable random variables in L}

In view of fact 3.4.4, we have the following result:

Fact 3.4.6. For any G C L,, the set L»(G) is a linear subspace of L;.

From fact 3.4.5 we see that, in the sense of set inclusion, the linear subspace is in-
creasing with respect to the information set.

Fact3.4.7. If G C H, then Ly(G) C Lo(H).

3.4.4 Conditional Expectation

Now it’s time to define conditional expectations. Let G C L, and y be some ran-
dom variable in L,. The conditional expectation of y given G is written as E [y | G]
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or E9[y], and defined as the closest G-measurable random variable to y.> More
formally,

E[y|G] := argmin ||y — z|| (3.13)

z€Ls(9)

This definition makes a lot of sense. Our intuitive understanding of the conditional
expectation E [y | G] is that it is the best predictor of y given the information con-
tained in G. The definition in (3.13) says the same thing. It simultaneously restricts
E [y ]G] to be G-measurable, so we can actually compute it once the variables in G
are realized, and selects [E [y | G| as the closest such variable to y in terms of RMSE.

While the definition makes sense, it still leaves many open questions. For example,
there are many situations where minimizers don’t exist, or, if the do exist, there are
lots of them. So is our definition really a definition? Moreover, even assuming we
do have a proper definition, how do we actually go about computing conditional ex-
pectations in practical situations? And what properties do conditional expectations
have?

These look like tricky questions, but fortunately the orthogonal projection theorem
comes to the rescue.

Comparing (3.13) and (3.10), we see that y — E[y|G] is exactly the orthogonal
projection function P in the special case where the subspace S is the G-measurable
functions L,(G).

Okay, so E [y | G] is the orthogonal projection of y onto Ly(G). That’s kind of neat,
but what does it actually tell us? Well, it tells us quite a lot. For starters, theo-
rem 3.4.1 implies that E [y | G] is always well defined and unique. Second, it gives
us a useful characterization of E [y | G], because we now know that E [y | G] is the
unique pointin Ly such that E [y |G] € Ly(G) andy — E [y |G] L zforallz € Ly(G).
Rewriting these conditions in a slightly different way, we can give an alternative
(and equivalent) definition of conditional expectation: E [y |G| € L, is the condi-
tional expectation of y given G if

1. E[y|G]is G-measurable, and

2. E[E[y|G]z] = E[yz] for all G-measurable z € L,.

51 prefer the notation IE9[y] to IE [y | G] because, as we will see, EY is a function (an orthogonal
projection) from L; to Ly, and the former notation complements this view. However, the notation
E [y | G] is a bit more standard, so that’s the one we’ll use.
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This definition seems a bit formidable, but it’s not too hard to use. Before giving an
application, let’s bow to common notation and define

Ely|xi,...,xp] :=E[y|G]
Also, let’s note the following “obvious” fact:

Fact 3.4.8. Given {xy,...,Xp} and y in L,, there exists a function ¢: R? — R such
that B[y | x1,...,xp] = g(x1,...,Xp).

This is obvious because, by definition, E [y | G| is G-measurable. At the same time,
it’s worth keeping in mind: A conditional expectation with respect to a collection of
random variables is some function of those random variables.

Example 3.4.9. If x and w are independentand y = x + w, then E [y | x| = x + E [w].

Let’s check this using the second definition of conditional expectations given above.
To check that x + E [w] is indeed the conditional expectation of y given G = {x}, we
need to show that x + E [w] is x-measurable and that E [(x + E [w]) z] = E [yz] for
all x-measurable z. The first claim is clearly true, because x + [E [w] is a deterministic
function of x. The second claim translates to the claim that

El(x+E[w])g(x)] = E[(x +w)g(x)] (3.14)

for any function g. Verifying this equality is left as an exercise (exercise 3.6.27)

The next example shows that when x and y are linked by a conditional density (re-
member: densities don’t always exist), then our definition of conditional expectation
reduces to the one seen in elementary probability texts. The proof of the claim in the
example is the topic of exercise 3.6.32.

Example 3.4.10. If x and y are random variables and p(y | x) is the conditional den-
sity of y given x, then

Elylx] = [ tp(t|v)at
There are some additional goodies we can harvest using the fact that conditional
expectation is an orthogonal projection.

Fact 3.4.9. Let x and y be random variables in L;, let « and f be scalars, and let G
and H be subsets of L. The following properties hold.
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1. Linearity: E [ax + By |G] = a«E [x |G] + BE [y | G].

22 IfGCH,thenE[E[y|H]|G]=E[y|G]and E[E[y]|G]] = E[y].
3. If y is independent of the variables in G, then E [y | G] = E [y].

4. If y is G-measurable, then E [y | G] = y.

5. If x is G-measurable, then E [xy | G] = xE [y | G].

Checking of these facts is mainly left to the exercises. Most are fairly straightfor-
ward. For example, consider the claim that if y is G-measurable, then E [y | G| = y.
In other words, we are saying that if y € L,(G), then y is projected into itself. This
is immediate from the last statement in theorem 3.4.1.

The fact thatif G C H, thenE [E [y | H] | G] = E [y | G] is called the “tower” property
of conditional expectations (by mathematicians), or the law of iterated expectations
(by econometricians). The law follows from the property of orthogonal projections
given in fact 3.2.2 on page 114: Projecting onto the bigger subspace L,(# ) and from
there onto L, (G) is the same as projecting directly onto the smaller subspace Ly(G).

3.4.5 The Vector/Matrix Case

Conditional expectations of random matrices are defined using the notion of condi-
tional expectations for scalar random variables. For example, given random matri-
ces X and Y, we set

Eyn|X Efly|X] - ElyklX]
ElY[X] — E[yzzﬂx] E[y2:2|x] ]E[]/2:K|X]
Efyn [X] Elyn2|X] -+ Elynk|X]

where
E [ynk | X] =1 [ynk | X11, -+ Xy - - XLM]
We also define
covx,y|Z] == E[xy' | Z] - E[x|Z]E [y | Z]'

and
var[x | Z] := E [xx' |Z] - E x| Z]E [x | Z]’
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Using the definitions, one can show that all of the results on conditional expectations
in fact 3.4.9 continue to hold in the current setting, replacing scalars with vectors and
matrices. We state necessary results for convenience:

Fact3.4.10. Let X, Y and Z be random matrices, and let A and B be constant matrices.
Assuming conformability of matrix operations, the following results hold:

1. E[Y|Z] =E[Y'|Z].

2. E[AX+BY|Z] = AE [X|Z] + BE[Y| Z].
B.EE[Y|X]]=E[Y|and E[E[Y|X,Z] | X] =E[Y|X].
4. If X and Y are independent, then E [Y | X] = E[Y].

5. If g is a (nonrandom) function, so that ¢(X) is a matrix depending only on X,
then

e Eg(X)[X] =g(X)
e Eg(X)Y[X] = g(X)E[Y[X]
e E[Yg(X)[X] =E[Y[X]g(X)

3.4.6 An Exercise in Conditional Expectations

Let x and y be two random variables. We saw that E [y | x| is a function f of x
such that f(x) is the best predictor of y in terms of root mean squared error. Since
monotone increasing transformations do not affect minimizers, f also minimizes the
mean squared error. In other words, f solves
min B {(y — g(x))”] (3.15)
geG
where G is the set of functions from R to R. From this definition of conditional
expectations, we employed the orthogonal projection theorem to deduce various
properties of conditional expectations. We can also reverse this process, showing di-
rectly that f(x) := E [y | x] solves (3.15), given the various properties of conditional
expectations listed in fact 3.4.9. To begin, suppose that the properties in fact 3.4.9
hold, and fix an arbitrary ¢ € G. We have

(y—8(x))* = (y — f(x) + f(x) — g(x))?
= (y = f(x))* +2(y = fF())(f(x) = g(x)) + (f(x) — g(x))?
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Let’s consider the expectation of the cross-product term. From the law of iterated
expectations (fact 3.4.9), we obtain

E{W—=f0))(f(x) =g(x))} = E{E[(y = f(x))(f(x) —g(x)) []}  (3.16)
We can re-write the term inside the curly brackets on the right-hand side of (3.16) as
(f(x) =8()E[(y = f(x)) [ ]

(Which part of fact 3.4.9 are we using here?) Regarding the second term in this
product, we have (by which facts?) the result

Ely—f(x)|xl =Ely[+] -E[f(x) [x] =Ely|x] - f(x) = Ely|x] - E[y[x] =0

We conclude that the expectation in (3.16) is E [0] = 0. It then follows that

El(y —8(x)%) = El(y — f(x))* +2(y = f(x) (f(x) = g(x)) + (f(x) — g(x))’]
=By~ f(x) ]+ E[(f(x) - g(x))?]

Since (f(x) — g(x))? > 0 we have E [(f(x) — g(x))?] > 0, and we conclude that

El(y—g()] 2 El(y - f(x))] = E[(y — Ely|x])’]

Since g was an arbitrary element of G, we conclude that

f =argminE [(y — g(x))?]
geG

3.5 Further Reading

To be written.

3.6 Exercises
Ex. 3.6.1. Find two unit vectors (i.e., vectors with norm equal to one) that are or-
thogonal to (1, —2).

Ex. 3.6.2. Prove the Pythagorean law (fact 3.1.2 on page 107). See fact 1.1.3 if you
need a hint.
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Ex. 3.6.3. Prove fact 3.1.3 on page 109.

Ex. 3.6.4. Let Q be an orthogonal matrix. Show that Q~! = Q' and det(Q) €
{—1,1} both hold.

Ex. 3.6.5. Use theorem 3.1.1 (page 110) to prove the following part of fact 1.4.13
(page 37): A symmetric matrix A is positive definite if and only if its eigenvalues
are all positive.

Ex. 3.6.6. Prove theorem 3.2.3 using theorems 3.2.1-3.2.2.
Ex. 3.6.7. Prove fact 3.1.7: If S C RV, then SN S+ = {0}.
Ex. 3.6.8. Prove fact 3.2.2.

Ex. 3.6.9. Let x and y be any two N X 1 vectors.

1. Show that [jx+y||* = [[x[* + [ly[|* +2x'y
2. Explain the connection between this equality and the Pythagorean Law.

Ex. 3.6.10. Show that if Q is an N x N orthogonal matrix, then Q is an isometry on
RN. That is, for any x,y € RY, we have ||Qx — Qy|| = ||x — y||.

Ex. 3.6.11. Let P be the orthogonal projection described in theorem 3.2.2 (page 113).
Confirm that P is a linear function from RY to RV, as defined in §1.2.1.

Ex. 3.6.12. Let P be an N x N matrix that is both symmetric and idempotent. Let
S := rng(P). Show that P is precisely the orthogonal projection mapping onto the
linear space S. (In other words, for any given y € RN, the vector Py is the closest
pointin Stoy.)

Ex. 3.6.13. In this exercise you are asked to prove the Cauchy-Schwarz inequality
IX'y| < ||x||||y|| from fact 1.1.2 on page page 5 via the orthogonal projection theorem.
Let y and x be nonzero vectors in RN (since if either equals zero then the inequality
is trivial), and let span(x) be all vectors of the form ax for « € R.

1. Letting P be the orthgonal projection onto span(x), show that

2. Using this expression and any relevant properties of orthgonal projections (see
theorem 3.2.2 on page 113), confirm the Cauchy-Schwarz inequality.
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Ex. 3.6.14. Consider theorem 3.3.2 on page 118. If N = K, what does 8 reduce to?
Interpret.

Ex. 3.6.15. Let S := {(x1,x,x3) € R?: x3 = 0}, and lety := 1 := (1,1,1). Using the
orthogonal projection theorem, find the closest pointin S to y.

Ex. 3.6.16. Let P be the orthogonal projection described in theorem 3.2.2 (page 113).
Is it true that Px # Py whenever x # y? Why or why not?°

Ex. 3.6.17. Show that when N x K matrix B is full column rank, the matrix B’'B is
nonsingular.7

Ex. 3.6.18. Prove the claim at the end of remark 3.3.1 on page 118. In particular, let
X be N x K with linearly dependent columns, and let § be the closest point to y in
span(X), existence of which follows from the orthogonal projection theorem. Prove
that there are infinitely many b such that § = Xb.

Ex. 3.6.19. Show by direct computation that the projection matrix P and annihilator
M in fact 3.3.1 are both symmetric and idempotent.

Ex. 3.6.20. Let A be an N x N matrix.

1. Show that if Iy — A is idempotent, then A is idempotent.

2. Show that if A is both symmetric and idempotent, then the matrix Iy — 2A is
orthogonal.

Ex. 3.6.21. Verify fact 3.3.2 (i.e., MX = 0) directly using matrix algebra.

Ex. 3.6.22. Taking all notation as in §3.3.3 and adopting the assumptions of theo-
rem 3.3.3 on page 119, let V; be the N x k matrix formed by columns {v,..., vy}
foreach k =1, ...,K. Show that span(Vy) C span(By) for each k.

Ex. 3.6.23. Continuing on from exercise 3.6.22, show that {vy,..., vk} is an orthog-
onal set.

Ex. 3.6.24. Following on from exercises 3.6.22 and 3.6.23, show that span(Vy) =
span(By) for each k. 8

®Hint: Sketch the graph and think about it visually.
"Hint: In view of fact 1.4.14, it suffices to show that B'B is positive definite.
8Hint: Use the results of both of these exercises and fact 1.1.8 on page 14.
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Ex. 3.6.25. Let X be an N x K matrix with linearly independent columns and QR
factorization X = QR. (See §3.3.4.) Fix y € RN. Show that B defined in (3.6) can
also be written as B = R~1Q’y.

Ex. 3.6.26. Prove the Cauchy-Schwarz inequality for random variables, which was
tirst stated as fact 2.2.7 on page 60. That is, shown that for x,y € L, we have
|E [xy]| < v/E [x2]E [y?]. Use the results on orthogonal projections in L; as found in
§3.4.1. If you get stuck, follow the solution to exercise 3.6.13, adjusting from vectors
to L, as required.

Ex. 3.6.27. Show that the equality in (3.14) holds when x and w are independent.

Ex. 3.6.28. In fact 3.4.9, it is stated that if y is independent of the variables in G,
then E [y|G] = E[y]. Prove this using the (second) definition of the conditional
expectation E [y | G]. To make the proof a bit simpler, you can take G = {x}.

Ex. 3.6.29. Confirm the claim in fact 3.4.9 that if x is G-measurable, then E [xy | G] =
xE [y [ G].

Ex. 3.6.30. Let var[y | x] := E[y?| x] — (E [y | x])?. Show that
varly] = E [vary [ x]] +-var[E [y | x]]

Ex. 3.6.31. Show that the conditional expectation of a constant a is «. In particular,
using the results in fact 3.4.9 (page 130) as appropriate, show that if « is a constant
and G is any information set, then E [« | G] = a.

Ex. 3.6.32. Prove the claim in example 3.4.10. (Warning: The proof is a little ad-
vanced and you should be comfortable manipulating double integrals.)

3.6.1 Solutions to Selected Exercises

Solution to Exercise 3.6.3. Let O = {xq,...,xx} C RN be an orthogonal set that
does not contain 0. Let a1, ..., ax be such that ZkK:1 apxy = 0. We claim that a; = 0
for any j. To see that this is so, fix j and take the inner product of both sides of
YK apxx = 0 with respect to x; to obtain «;[|x;j||* = 0. Since x; # 0, we conclude
that a; = 0. The proof is done. O

Solution to Exercise 3.6.4. Let Q be an orthogonal matrix with columns uy, ..., uy.
By the definition of matrix multiplication, the m, n-th element of Q’Q is u), u,,, which
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is 1 if m = n and zero otherwise. Hence Q'Q = I. It follows from fact 1.3.3 on
page 24 that Q’ is the inverse of Q.

To see that det(Q) € {—1,1}, apply the results of fact 1.3.5 (page 25) and fact 1.4.4
(page 29) to the equality Q'Q = I to obtain det(Q)? = 1. The claim follows. O

Solution to Exercise 3.6.5. Suppose that A is symmetric with eigenvalues Ay, ..., An.
By theorem 3.1.1 we can decompose it as A = QDQ’ where D is the diagonal matrix
formed from eigenvalues and Q is an orthogonal matrix. Fixing x € RY and letting
y := Q’x, we have

X Ax = (Q'x)'D(Q'x) = YDy = Ay + - - + ANy (3.17)

Suppose that all eigenvalues are positive. Take x to be nonzero. The vector y must
be nonzero (why?), and it follows from (3.17) that x¥’Ax > 0. Hence A is positive
definite as claimed.

Conversely, suppose that A is positive definite. Fix n < N and set x = Qe,,. Evi-
dently x is nonzero (why?). Hence x’Ax > 0. Since Q’ is the inverse of Q, it follows
that

An = e,De, = (Q'x)'DQ'x = X¥QDQ'x = X¥Ax > 0

Since n was arbitrary, all eigenvalues are positive. O

Solution to Exercise 3.6.7. Let S C RN. We aim to show that SN S+ = {0}. Fix
a € SNS*. Since a € S+, we know that a’s = 0 for any s € S. Since a € S, we have
in particular, a’a = ||a]|> = 0. As we saw in fact 1.1.2, the only such vectoris 0. [

Solution to Exercise 3.6.10. Fixing x,y € RN and letting z := x — y we have
1Qx — Qy||* = [|Qz|* = (Qz)'Qz = 2’Q'Qz = 2"z = |z||* = |x ~y|* O
Solution to Exercise 3.6.11. Fix#, 8 € R and x,y € RN. The claim is that
P(ax + By) = aPx + BPy

To verify this equality, we need to show that the right-hand side is the orthogonal
projection of ax + By onto S. Going back to theorem 3.2.1, we need to show that (i)
aPx + BPy € S and (ii) for any z € S, we have

(ax+ By — (aPx + BPy))'z = 0



CHAPTER 3. ORTHOGONALITY AND PROJECTIONS 138

Here (i) is immediate, because Px and Py are in S by definition; and, moreover S is
a linear subspace. To see that (ii) holds, just note that

(ax+ By — («Px + pPy))'z = a(x — Px)'z + B(y — Py)'z

By definition, the projections of x and y are orthogonal to S, so we have (x — Px)'z =
(y — Py)’z = 0. We are done. -

Solution to Exercise 3.6.13. Regarding part 1, the expression for Py given in exer-
cise 3.6.13 can also be written as x(x'x) "!x'y. Since x is a basis for span(x), the
validity of this expression as the projection onto span(x) follows immediately from
theorem 3.3.1. Regarding part 2, recall that orthogonal projections contract norms,
so that, in particular, ||Py|| < ||y|| must hold. Using our expression for Py from part
1 and rearranging gives the desired bound |x'y| < ||x||||y]|- O

Solution to Exercise 3.6.14. If N = K, then, in view of the full column rank as-
sumption and theorem 1.3.3 on page 23, the matrix X is nonsingular. By fact 1.4.4 on
page 29, X’ is likewise nonsingular. Applying the usual rule for inverse of products
(fact 1.3.4 on page 24), we have

B=(XX)"Xy=Xx""(X)"Xy =X"ly
This is of course the standard solution to the system X =y. ]

Solution to Exercise 3.6.15. Let x = (x1, X2, x3) be the closest point in S to y. Note
that e; € Sand e; € S. By the orthogonal projection theorem we have (i) x € S, and
(ii) y — x L S. From (i) we have x3 = 0. From (ii) we have

(y—x,e1) =0 and (y—x,e) =0

These equations can be expressed more simply as1 —x; = 0Oand 1 —x, = 0. We
conclude that x = (1,1,0). O

Solution to Exercise 3.6.16. It is false to say that Px # Py whenever x # y: We can
find examples of vectors x and y such that x # y but Px = Py. Indeed, if we fix any
y and then set x = Py + aMy for some constant &, you should be able to confirm
that Px = Py, and also that x # y when a # 1. O
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Solution to Exercise 3.6.17. Let A = B’B. It suffices to show that A is positive def-
inite, since this implies that its determinant is strictly positive, and any matrix with
nonzero determinant is nonsingular. To see that A is positive definite, pick any
b # 0. We must show that b’Ab > 0. To see this, observe that

b’Ab = b'B'Bb = (Bb)'Bb = ||Bb||?

By the properties of norms, this last term is zero only when Bb = 0. But this is not
true, because b # 0 and B is full column rank (see fact 1.1.6). O

Solution to Exercise 3.6.18. By the definition of orthogonal projection we have § €
span(X), and hence there exists a vector b such that § = Xb. Since X has linearly
dependent columns, there exists a nonzero vector a such that Xa = 0. Hence XAa =
0 for all A € R. For each such A we have § = Xb = Xb + XAa = X(b + Aa). O

Solution to Exercise 3.6.21. We have MX = X — X(X’X)~1X'X = 0. O

Solution to Exercise 3.6.22. To see that span(Vy) C span(By) for each k, observe
first that (3.8) can be rewritten as v, = by — Bj_1x for suitable choice of x. Hence
v € span(By). Since spans increase as we add more elements, it follows that v; €
span(By) for j < k. Therefore span(Vy) C span(By). O

Solution to Exercise 3.6.23. To show that {vy,..., vk} is an orthogonal set, we must
show that arbitrary distinct elements are orthogonal, for which it suffices to check
that vi L v; whenever j < k. To see this, fix any such j and k. By construction, vy
lies in the orthogonal complement of span(Bj_1). On the other hand, as shown in
the solution to exercise 3.6.22, we have v; € span(By_1). Hence vj L vj. O

Solution to Exercise 3.6.24. We wish to confirm that span(Vy) = span(By) holds.
In exercise 3.6.22 we showed that span(Vy) C span(By). As a result, it is enough
to check that the columns of Vi are linearly independent (see, e.g., fact 1.1.8 on
page 14). As we’ve just shown the columns of Vj are mutually orthogonal (see
exercise 3.6.23), it suffices to show that none of them are zero (fact 3.1.3 on page 109).
This is easy enough, for if vy = 0 then, by (3.8), we have by € span(By_1), which
contradicts linear independence. O

Solution to Exercise 3.6.25. Let X, Q, Rand y € RN be as in the statement of the
exercise. The claim is that § defined in (3.6) is equal to B := R™1Q’y. To show this, in
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view of linear independence of the columns of X, it suffices to show that X8 = Xp,
or

X(X'X)"'X'y = QRR!Q'y
After simplifying, we see it suffices to show that X(X'X) !X’ = QQ’. Since X and
Q have the same column space, this follows from theorem 3.3.1 on page 116. O

Solution to Exercise 3.6.27. Let ¢ be any function from R — R. Given indepen-
dence of x and w (and applying fact 2.4.2 on page 71), we have

E[(x+E[w])g(x)] = E[xg(x)] + E [w]E [g(x)]
= E [xg(x)] + E [wg(x)]
= E[(x+w)g(x)]
This confirms (3.14). O

Solution to Exercise 3.6.28. Let y be independent of x. From the (second) definition
of conditional expectation, to show that E [y | x] = E [y] we need to show that

1. E [y] is G-measurable, and
2. E[E [y]g(x)] = E [yg(x)] for any function g: R — R.

Part 1 is immediate, because E [y] is constant (see example 3.4.7 on page 127). Re-
garding part 2, if g is any function, then by facts 2.4.1 and 2.4.2 (see page 71) we have
E [yg(x)] = E [y]E [g(x)]. By linearity of expectations, E [y]E [¢(x)] = E [E [y]g(x)].

O

Solution to Exercise 3.6.29. We need to show that if x is G-measurable, then E [xy | G] =
xE [y | G]. To confirm this, we must show that

1. xE [y | G] is G-measurable, and
2. E[xE[y|Glz] = E[xyz] for any z € Ly(G).

Regarding part 1, E [y | G] is G-measurable by definition, and x is G-measurable by
assumption, so xE [y | G] is G-measurable by fact 3.4.4 on page 128. Regarding part
2, fixz € Lp(G), and let u := xz. Since x € L(G), we have u € Ly(G). We need to
show that

E[Ely|G)u) = E[yu]

Since u € L(G), this is immediate from the definition of E [y | G]. O
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Solution to Exercise 3.6.31. By fact 3.4.9 (page 130), we know that if « is G-measurable,
then E [« | G] = a. Example 3.4.7 on page 127 tells us that « is indeed G-measurable.
O

Solution to Exercise 3.6.32. As in example 3.4.10, let x and y be random Variables
where p(y|x) is the conditional density of y given x. Let g(x) := [tp(t]|x)

The claim is that E [y | x] = g(x). To prove this, we need to show that g(x) is x-
measurable, and that

E [g(x)h(x)] = E [yh(x)] for any function h: R — R (3.18)

The first claim is obvious. Regarding (3.18), let I be any such function. Using the
notation in (2.22) on page 70, we can write

BlgCh(o] =5 | [ tp(e ) h(x)}
—//tp §)dt h(s)p(s)ds
://t p(sf) t h(s)p(s)ds
_//th (s, t)dtds

This is equal to the right-hand side of (3.18), and the proof is done. [
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Chapter 4

Appendix A: Analysis

4,1 Sets

In the course we often refer to the real numbers. This set is denoted by R, and we
understand it to contain “all of the numbers.” R can be visualized as the “continu-
ous” real line:

It contains both the rational and the irrational numbers.

What's “real” about the real numbers? Well, “real” is in contrast to “imaginary,”
where the latter refers to the set of imaginary numbers. Actually, the imaginary
numbers are no more imaginary (or less real) than any other kind of numbers, but
we don’t need to talk any more about this.

R is an example of a set. A set is a collection of objects viewed as a whole. (In this
case the objects are numbers.) Other examples of sets are the set of all rectangles in
the plane, or the set of all monkeys in Japan.

If A is a set, then the statement x € A means that x is contained in (alternatively, is
an element of) A. If B is another set, then A C B means that any element of A is also
an element of B, and we say that A is a subset of B. The statement A = B means
that A and B contain the same elements (each element of A is an element of B and
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Figure 4.1: Sets A and Bin S

vice versa). For example, if I is the irrational numbers,! then I € R. Also, 0 € R,
meR,—3€R, eeR,and so on.

Commonly used subsets of R include the intervals. For arbitrary a2 and b in R, the
open inverval (a,b) is defined as

(a,b) :={xe€R:a<x<b}
while the closed inverval [a, D] is defined as
[a,b] :={xeR:a <x<b}

We also use half open intervals such as [a,b) := {x € R:a < x < b}, half lines such
as (—oo,b) = {x € R: x < b}, and so on.

Let S be a set and let A and B be two subsets of S, as illustrated in figure 4.1. The
union of A and B is the set of elements of S that are in A or B or both:

AUB:={x€S:x€ Aorx € B}

Here and below, “or” is used in the mathematical sense. It means “and/or”. The
intersection of A and B is the set of all elements of S that are in both A and B:

ANB:={xe€S:x€ Aand x € B}

The set A \ B is all points in A that are not points in B:
A\B:={xeS:x€ Aand x ¢ B}

The complement of A is the set of elements of S that are not contained in A:

A =S\A:={xeS:x¢ A}
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ANB

A\B A“:=S\A

Figure 4.2: Unions, intersection and complements

Here x ¢ A means that x is not an element of A. Figure 4.2 illustrate these defini-
tions.

For example, since R consists of the irrationals I and the rationals Q, we have
QCR,ICR, QUI=R, Q° =1, etc.

Also,
N:={1,23,...} CQCR

The empty set is, unsurprisingly, the set containing no elements. It is denoted by ©.
If the intersection of A and B equals @&, then A and B are said to be disjoint.

The next fact lists some well known rules for set theoretic operations.

Fact 4.1.1. Let A and B be subsets of S. The following statements are true:

1. AUB=BUAand ANB =BNA.

2. (AUB)*=B‘NA%and (ANB)° = B°U A"

IThe irrationals are those numbers such as 7t and /2 that cannot be expressed as fractions of
whole numbers.
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3. A\B=ANB-.
4. (A9) = A.

4.2 Functions

There are two fundamental primitives in mathematics: sets and functions.?> A brief
discussion of sets is given in §4.1. Here we recall some basic definitions concerning
functions.

Given arbitrary sets A and B, a function or map f from A to B is a rule that associates
to each element a of A one and only one element of B. This element of B is usually
called the image of 2 under f, and written f(a). If we write f: A — B, this means
that f is a function from A to B.

Example 4.2.1. Think of the hands on an old school clock. If we know it’s morning,
then each position of the two hands is associated with one and only one time. If we
don’t know it’s morning, one position of the hands is associated with two possible
times, in am and pm. The relationship is no longer functional.

Consider figure 4.3. Bottom left is not a function because the middle point on the
left-hand side is associated with two different points (images). Bottom right is not
a function because the top point on the left-hand side is not associated with any
image. From the definition, this is not allowed. Top right and top left are both
functions.

If f: A— Band g: B — C then the function i: A — C defined by h(a) = g(f(a))
is called the composition of g and f, and written as g o f. For example, if f: R —+ R
is defined by f(x) = ¥ :=: exp(x) and g: R — R is defined by g(x) = x?, then

(g0 f)(x) = g(f(x)) = exp(2x)

If a and b are points such that f(a) = b, then a is called a preimage of b. As shown
in figure 4.3, the set of preimages of a can be empty, a singleton or contain multiple
values. If f: A — B then the set A is called the domain of f. The set of points

{be B: f(a) =bforsomea c A}

2 Actually functions can be represented as a special type of set containing ordered pairs, and hence
in pure mathematics cannot claim to be as foundational as sets. However, for our purposes, it will
be fine to think of a function as a primitive in its own right, defined as a certain kind of “rule.”
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A B A B
function function
A B A B
not a function not a function

Figure 4.3: Functions and non-functions

is called the range of f, and written as rng( f). Thus b is in the range of f if it has at
least one preimage.

Figure 4.4 graphs a one-dimensional function f: [0,1] — R. The red interval repre-
sents the range of f. Also shown is the preimage x of a point b € rng(f).

A vast multitude of mathematical problems come down to finding the x such that
f(x) = b for given function f and constant (or vector, or any other object) b. There
are two things that can go wrong here. One is that such an x might not be uniquely
defined; in other words, there are multiple preimages of b under f. The other po-
tential problem is lack of existence. This happens if b lies outside the range of f.
Figure 4.5 gives an example of failure of uniqueness. Both x; and x; solve f(x) = b.

We use some additional language to keep track of when these problems will occur.
A function f: A — B is called one-to-one if f(a) = f(a’) implies that a = a’. For
example, top right in figure 4.3 is one-to-one while top left is not (because there exist
distinct points @ and 4’ with f(a) = f(a’)). If f: A — Band f is one-to-one, then the
equation f(x) = b has at most one solution. (Why?)

A function f: A — B is called onto if rng(f) = B; this is if every b € B has at
lease one preimage. For example, top left in figure 4.3 is onto but top left is not. If
f: A — Band f is onto, then the equation f(x) = b has at least one solution. (Why?)
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Figure 4.4: Preimage of b under f

Figure 4.5: Multiple solutions

148
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A B
f

ffl

Figure 4.6: f is a bijection

A B C
f g
71/ ~\g_1/

Figure 4.7: The inverse of go fis f1og™!

Finally, f: A — B is called a bijection if it is both one-to-one and onto. Bijections
are sometimes called one-to-one correspondences. The nice thing about bijections,
of course, is that the equation f(x) = b always has exactly one solution. We can
therefore define the inverse function to f, denoted by f~!. In particular, f~! is the
map from B — A such that f~1(b) is the unique a with f(a) = b.

Fact4.2.1. Let f: A — Band g: B — C be bijections.

1. f~1is a bijection and its inverse is f
2. fY(f(a)) =aforallac A
3. f(f~Y(b)) =bforallb € B

4. go fis abijection from AtoCand (go f) ' = flog L
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f 7

yACHR

Figure 4.8: Continuity

4.2.1 Convergence and Continuity

Let {x,}7" ; be a sequence of real numbers. (For eachn = 1,2, ... we have a corre-
sponding x, € R.) We say that x, converges to 0 if, given any neighborhood of 0,
the sequence points are eventually in that neighborhood. More formally (we won’t
use the formal definition, so feel free to skip this), given any € > 0, there exists an
N € N such that |x,| < € whenever n > N. Symbolically, x, — 0.

Now let {x,, }°°_; be a sequence of vectors in RY. We say that x,, converges to x € R
if ||x, — x|| — 0. Symbolically, x,, — x. This is the fundamental notion of conver-
gence in RN. Whole branches of mathematics are built on this idea.

Let A C RN and B ¢ RM. A function f: A — B is called continuous at x if
f(xn) — f(x) whenever x, — x, and continuous if it is continuous at x for all
x € A. Figure 4.8 illustrates.

4.3 Real-Valued Functions

For any set A, if f: A — R then f is called a real-valued function. If f and g are
real-valued functions, then f + g is defined by (f + ¢)(x) = f(x) + g(x), while af
is defined by (af)(x) = af(x). A maximizer of f on A is a point a* € A such that

f(a*) > f(a) foralla € A
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Figure 4.9: Monotone transforms preserve maximizers

The value f(a*) is called the maximum of f on A. A minimizer of f on A is a point
b* € A such that
f(b*) > f(a) foralla € A

The value f(b*) is called the minimum of f on A.

Monotone increasing transformations of functions do not affect maximizers. To see
this, let f: R — R and let m be a monotone increasing function, in the sense that
if x < x/, then m(x) < m(x’), and let g be the function defined by g(a) = m(f(a)).
Our claim is this:

Any maximizer of f on A is also a maximizer of g on A.

It’s easy to see why this is the case. Let a € A. Since a* is a maximizer of f, it must
be the case that f(a) < f(a*). Since m is monotone increasing, this implies that
m(f(a)) < m(f(a*)). Given that a was chosen arbitrarily, we have now shown that

g(a*) > g(a) foralla € A

In other words, a* is a maximizer of g on A.

Before finishing this topic, let’s recall the notions of supremum and infimum. To
illustrate, consider the function f: (0,1) — (0,1) defined by f(x) = x. It should be
clear that f has no maximiser on (0,1): given any a* € (0,1), we can always choose
another point a** € (0,1) such that a** = f(a**) > f(a*) = a*. No maximizer exists
and the optimization problem max,¢ g 1) f(x) has no solution.

To get around this kind of problem, we often use the notion of supremum instead.
If A is a set, then the supremum s := sup A is the unique number s such thata <'s
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for every a € A, and, moreover, there exists a sequence {x,} C A such that x, — s.
For example, 1 is the supremum of both (0,1) and [0,1]. The infimum 7 := inf A is
the unique number i such that a > i for every a € A, and, moreover, there exists a
sequence {x,} C A such that x, — i. For example, 0 is the infimum of both (0,1)
and [0, 1].

One can show that the supremum and infimum of any bounded set A exist, and any
set A when the values —oco and oo are admitted as a possible infima and supremum.

Returning to our original example with f(x) = x, while max,¢ () f(x) is not well
defined, sup,¢ o) f(x) := sup{f(x) : x € (0,1)} = sup(0,1) = 1.
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QR decomposition, 110

Random variable, 54
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Spectral radius, 35
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