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          I'm currently trying to extract a ~28,000 page PDF (not a typo) and am running up against memory limits when I run in a loop.

import pandas as pd
import pdfplumber
from os import path

#Read in data
pdf = pdfplumber.open("data/my.pdf")

#Create settings for extraction
table_settings = {
    "vertical_strategy": "text", #No lines on table
    "horizontal_strategy": "text", #No lines on table
    "explicit_vertical_lines": [],
    "explicit_horizontal_lines": [],
    "snap_tolerance": 3,
    "join_tolerance": 3,
    "edge_min_length": 3,
    "min_words_vertical": 3,
    "min_words_horizontal": 1,
    "keep_blank_chars": False,
    "text_tolerance": 3,
    "text_x_tolerance": None,
    "text_y_tolerance": None,
    "intersection_tolerance": 3,
    "intersection_x_tolerance": None,
    "intersection_y_tolerance": None,
}
COLUMNS = [
    'Work Date',
    'Employee Number',
    'Pay Type',
    'Hours',
    'Account Number',
    'Hourly Rate',
    'Gross',
    'Job Code',
    'Activity Code'
]
#Begin extracting pages one at a time
page_num = 0
for page in pdf.pages:
    try:
        #Pull the table
        table = page.extract_table(table_settings)
        #Drop the first row
        table = table[1:]
        #Read into Dataframe
        df = pd.DataFrame(table,columns=COLUMNS)
        #Output to CSV
        df.to_csv(path.join('data','output',str(page_num) + '.csv'))
        page_num += 1
    #There's bound to be a billion issues with the data
    except Exception as ex:
        print("Error on page ", page_num, ".")
        print(ex)
        page_num += 1



I'm handling this one page at a time because if this bombs out at any point, then I lose all my work.

As the loop runs, memory consumption keeps growing until it hits about 5Gb (about all the space I have left on my machine).

I suspect a memory leak, but I'm not sure. I'd figure that memory would be released as the loop iterates.

      
	
          
            
              
    

              The text was updated successfully, but these errors were encountered:
            

              

          

        





        

            
              
  
    
      
    
      
        
            
    All reactions
  


          

        
      

    




            

        

      


      
    








      
    



      
  
      


  
  





  

    
      
  
    
        
    
    

  


      
          
    
            Copy link

      
    
  


  
      

      

  
    Owner


      

  


  
    

      

      
          jsvine
  

      

      

      commented


        Mar 30, 2020


      
  •

  
    
      
        
          edited
          
        
        
    

      

    
    
      
        
  
  

      
    
  


    


  




      

        
	
          Hi @SpencerNorris, and thanks for pushing the limits of pdfplumber! While it's possible there's a memory leak in pdfplumber itself, it's hard to debug this issue without the PDF in hand. It's also possible that the issue stems from pdfminer.six, which underlies this tool. If you try running your PDF through pdfminer.six's pdf2txt, do you run into the same memory issues?
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          To get around this, I open and close the PDF file each time.

with pdfplumber.open("data/my.pdf") as pdf:
    num_of_pages = len(pdf.pages)

for page_number in range(num_of_pages):
     with pdfplumber.open("data/my.pdf") as pdf:
        page = pdf.pages[page_number]
        pass


Garbage collection doesn't seem to happen until the PDF is closed. I'm not sure what causes the issue but maybe this can help in somebody figuring that out.

For context, a 41 page PDF (quite complicated as it was a CAD drawing) would peak at 9.5gb of memory. With the above solution a peak of around 450-500mb was used.
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          I had the same issue (memory leak) with pdflumber whilst extracting data from an 8,000 page pdf document. I tried implementing @rosswf  solution with garbage collection and it worked but the time taken was extremely long. It took me approximately 48 hours and 200MB to extract all the text. However, using pdftotext worked extremely well. It took me approximately 1 minute and 49MB to extract all the data.
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          Yes, this is a problem, and one I'd like to fix. Based on a bit of exploration, it seems that the memory issues might stem from within pdfminer.six, possibly in PDFPageInterpreter.execute(...) or PDFContentParser. I haven't found the time to dig deeper yet, but hope to. Closing this issue in favor of the more recently active one here: #263

I'll aim to update this thread if I find a solution, and certainly welcome any insight from people following this discussion.
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          There is an issue with pdfminer or pdfplumber,

If you want to get around this - use the following code snippet. I have used the code from @rosswf and improved it for reading a batch of pages instead of a single page at a time, and hence is very fast.

    def split(a, n):
        k, m = divmod(len(a), n)
        return (a[i * k + min(i, m):(i + 1) * k + min(i + 1, m)] for i in range(n))

    with pdfplumber.open(file_path) as pdf:
        total_pages = len(pdf.pages)

    # magic number - 500 --> change this as per your memory limits, how big pdf can you read without the memory error
    page_ranges = list(split(range(total_pages), math.ceil(total_pages/500)))

    # print(f"page ranges -> {page_ranges}")
    for page_range in page_ranges:
        with pdfplumber.open(file_path) as pdf:
            for page_number in list(page_range):
                pg = pdf.pages[page_number]
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          Thanks for re-flagging this. Based on some testing, I think there's a more straightforward solution — one which does not require you to open and close the PDF multiple times:

with pdfplumber.open("data/my.pdf") as pdf:
    for page in pdf.pages:
        run_my_code()
        del page._objects
        del page._layout


If this approach works, I'll aim to get a more convenient page-closing method into the next release.
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          Update: Hah, I forgot that pdfplumber already has an (undocumented) way of doing this :)

with pdfplumber.open("data/my.pdf") as pdf:
    for page in pdf.pages:
        run_my_code()
        page.flush_cache()


      





        

            
              
  
    
      
    
              👍
            17
  gauravshegokar, thebennies, walidmujahid, Alexhuszagh, viniciusbaca, Michal-Mikolas, nmanumr, flycattt, don-jil, zbjit, and 7 more reacted with thumbs up emoji
              ❤️
            7
  Michal-Mikolas, don-jil, samkit-jain, SamirBoulil, UmarZein, nmstoker, and mredaelli reacted with heart emoji
      
        
            
    All reactions
  


          	
                👍
                  17 reactions
              
	
                ❤️
                  7 reactions
              


        
      

    




            

        

      


      
            
  
    
  
  

  

  
    
    

    Sorry, something went wrong.
  




    












      
  
      


  
  





  

    
      
  
    
        
    
    

  


      
          
    
            Copy link

      
    
  


  
      

      



      

  


  
    

      

      
          acortad
  

      

      

      commented


        Sep 25, 2021


      
  •

  
    
      
        
          edited
          
        
        
    

      

    
    
      
        
  
  

      
    
  


    


  




      

        
	
          I've had memory issues as well. I've tried without success to find the possible leak, but in case it helps here are three runs of the same workflow with different approaches. The workflow consists of download, crop and text extraction from about 15-20 PDFs, each of them with 1 to 36 pages.

	
Extracting text from a PDF at a time (each spike a PDF; the massive memory use spike is the PDF with 36 pages, increasing for each page):




	
Extracting text from a page at a time (treating each page as if it were an independent PDF), and afterwards concatenating the extracted text strings from each page of a specific document:




	
Same as 2 but clearing pdfplumber's _decimalize lru_cache after each page extraction (this is, merely adding ONE extra line of code at the end of each extraction: pdfplumber.utils._decimalize.cache_clear()). This had an almost negligible negative time impact (at least for my workflow), however kept memory much lower and well under control during the whole workflow.
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          I found that after extracting text, the lru_cache was somehow not being cleared causing the memory to keep filling up and eventually run out of it. After some playing around I found the following code helped me. In the code below, I am clearing the page cache and the lru cache.

`

with pdfplumber.open("path-to-pdf/my.pdf") as pdf:
    for page in pdf.pages:
    text = page.extract_text(layout=True)
    page.flush_cache()

   # This was the fn where cache is implemented
   page.get_text_layout.cache_clear()     `



PS: I am currently using pdfplumber version 0.71. I hope this helps someone.
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          Hi @navkirat, and thanks for flagging. Are you able to share the PDF that triggered the memory issues?
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          uhh I tried all of the above and seems nothing is working for me. I used memory_profiler and this is what I got-



As you can see there is a spike at line 27 and 28 which doesnt come down. Also if I run it multiple times, memory usage just keeps on climbing.

I'm making an async web request to fetch 392 pages long pdf and trying to extract one particular page of the pdf.
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uhh I tried all of the above and seems nothing is working for me. I used memory_profiler and this is what I got-  As you can see there is a spike at line 27 and 28 which doesnt come down. Also if I run it multiple times, memory usage just keeps on climbing. I'm making an async web request to fetch 392 pages long pdf and trying to extract one particular page of the pdf.



Having similar problem. Have you found any solution?
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On Mon, 26 Feb, 2024, 18:38 AnuraagKhare, ***@***.***> wrote:
 uhh I tried all of the above and seems nothing is working for me. I used
 memory_profiler and this is what I got- [image: Untitled]
 <https://user-images.githubusercontent.com/42300701/194978592-cd9eef31-0d26-42a9-af77-51d1b85c4776.png>
 As you can see there is a spike at line 27 and 28 which doesnt come down.
 Also if I run it multiple times, memory usage just keeps on climbing. I'm
 making an async web request to fetch 392 pages long pdf and trying to
 extract one particular page of the pdf.

 Having similar problem. Have you found any solution?

 —
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 or unsubscribe
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