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ABSTRACT
In 2015, the youth care system organization in the Nether-
lands changed radically: the municipalities, rather than the
provinces as up till then, became fully responsible for all
youth care services instead of the provinces. This new way
of working was introduced to make youth care more efficient,
coherent, and cost-effective. However, the demand for youth
care increased, and the waiting list is getting longer and
longer. This is shown by evaluation. In specialist youth care,
the waiting list is rising and rising. Within the municipality,
there is a need for answers for this increase. Therefore, we
will predict the demand for specialist youth care based on the
neighborhood characteristics to help the municipality reduce
cost and waiting lists. Based on the used models, Decision
Tree Classifier was the model with the highest F1-score. In
this dataset, it has been shown that the feature "amount ap-
proved" was the feature with the highest feature importance.
Despite some limitations, this thesis can be seen as an ex-
ploratory insight into the possibilities of predictive modeling
for youth care needs.

KEYWORDS
Youth Care, machine learning, Neighborhood characteristics,
Decision Tree Classifier

INTRODUCTION
The Netherlands has the second-best health care system of
Europe. [2] This quality of healthcare is reflected in the well-
being of children. UNICEF investigated this well-being of
children in rich nations. In this report, it became clear that
Dutch children are the healthiest and happiest children in
the world [1]. Yet, a minority of children require additional
youth care.
Youth care in the Netherlands covers all forms of care

available to parents and children to help parents with their
challenges and children with their development. Therefore,
clients of youth care are those who have problems with their
development. Depending on the severity, the clients will
either of treated with basic or specialized youth care. In 2019,
there were 4,4 million Dutch citizens between the age of 0
and 22 years old. Of this group, approximately 10% received

a form of youth care. 1 However, given the existence of long
waiting lists, the demand for youth care is higher than the
resources; thus, not all children and adolescents receive the
care they need. [21]
Before 2015, the financing and responsibilities for youth

care were fragmented over different laws and governmental
levels. In the past, several evaluations were conducted as
there were clear signals that the youth care system was not
performing optimal. [22] A common finding was that the
previous system resulted in an increased usage and costs of
specialized youth care.

To address the challenges that were identified a new youth
care act was created. This act entailed that most youth care
tasks were transferred to the local municipalities and that the
families and social networks would play a larger role in the
care process. The goal of this new act was that it would result
in more coherent, cost-effective, and transparent services for
children and their families. [22]

Youth Care in Amsterdam
Contrary to what was intended with Child and Youth Act
the youth care costs have continued to increase since the
implementation. [11] Between 2015 and 2018, in particular,
the cost of specialized youth care has increased substantially.
In these three years, the cost of specialized youth care in-
creased by almost 40 % (see Figure 1). Not only are the costs
increasing, but also the amount of people who are using the
specialized youth care. In 2015, 10.886 young people received
specialized youth care, where this number increased by 14%
to 12.412 people in 2018. This recent increase in cost and use
can be partly explained by an attempt to provide more care
for more children by removing the budget for youth care in
2018. As a result, the budget was overrun substantially and
the budget ceilings were reinstated in 2019. Even with these
restrictions, an overrun of the budget cannot be ruled out
for 2020. [11]

The municipality of Amsterdam implemented a system to
categorize the care needed for a person, which includes agree-
ments over the duration and the costs of that care, called
SPICs (in Dutch: Segment Profiel Intensiteit-Combinatie).

1https://longreads.cbs.nl/jeugdhulp2019/jongeren-met-jeugdhulp/



Figure 1: Development of specialist youth assistance from
2015 till 2018
On the left y-axis the amount of usage is shown. In the
figure these are the green colums. On the right y-axis the
money (in mln euro) can be found, which is made visible in
the figure with the orange line. The x-axis is showing use

the years. Adapted from [11].

With this system, it is easier to estimate and control the du-
ration, cost, intensity of the youth care. 2 In total, there are
three segment which indicate the extent of the comprehen-
sive nature of (specialist) youth care:

• Segment A: contains basic youth care. Preventive,
light outpatient youth care: parenting, and family sup-
port. This is freely accessible.

• SegmentB: contains single specialist youth assistance,
where it is reasonably defined what kind of support is
offered and what result is intended. Not freely accessi-
ble.

• Segment C: contains the complex (and more expen-
sive) specialist help. This concerns multiple, compre-
hensive, specialist youth assistance (for one child). Not
freely accessible.

One of the challenges for the municipality is to use their
limited resources as efficiently as possible. One of the goals
is to increase the use of preventive interventions (segment
A and B), thereby reducing the need for specialized youth
care (segment C). As such freeing resources that could be
used specifically for children who are most at risk. [16]. The
demand for youth care will, therefore, be lower, and this
will translate to a reduction in costs and waiting lists. It is
however clear from the current waiting lists that this goal
has not yet been achieved. Waiting lists can have severe
consequences for children who require immediate care. Due
to the long wait and the lack of understanding, some people

2https://www.zorgomregioamsterdam.nl/jeugdhulp/spic/

get even more sicker or became suicidal. 3 In 2019 alone, 127
and 136 clients had to wait longer than 10 weeks before the
care in segment B and C could commence [9].

Understanding the potential factors for the demand of spe-
cialized youth care will help the municipality of Amsterdam
to allocate their resources more efficiently. A recent theo-
retical model has shown that neighborhood characteristics
can improve prediction models such as the risk equalization
model for using health care. [20] In line with these sugges-
tions, we set out to investigate the value of neighborhood
characteristics in predicting youth care need through the use
of machine learning (ML). Three ML algorithms will be used
in order to create a predictive model for youth care needs.
In this thesis, we will predict the type of youth care use

of Amsterdam clients in 2018 and 2019 on the basis of demo-
graphic and neighborhood characteristics.
Concretely in the current thesis, we will address the fol-

lowing questions:
To what extent can prediction models based on Sup-

port vector machine, Decision Tree Classifier, or Gra-
dient Boosting Machine contribute to predicting the
demand for the specialist youth care in Amsterdam?

To answer this question, we defined the following sub-
questions:

• Which of the tested models has the highest score per-
form metric (f1 score) in predicting the youth care
use?

• Which (neighborhood) characteristics are predictive
for the use of youth care?

RELATEDWORK
The thesis uses existing ML methods to identify predictive
demographic and neighbourhood characteristics for youth
care need. As such there is already related work on what
the potential demographic and neighbourhood risk factors
might be.

Demographic risk factors youth care
One of the largest tasks of specialized youth care is pro-
viding support and treatment for children’s mental health
problems. A study by Willie et al, investigated which risk
and protective factors are relevant for developing mental
health problems. Mental health problems and their assumed
features were examined in a representative sub-sample of
2,863 families with children and adolescents aged 7–17. The
authors conclude that having conflicts in the family, mental
disorder of parent, conflicts in partnership, single parent, low

3https://www.volkskrant.nl/nieuws-achtergrond/psychiaters-slaan-alarm-
over-hulp-aan-suicidale-kinderen bbe32a8e/
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SES (socio-economic status), step-parent, unwanted preg-
nancy, low social support in the first year, chronic disease
parent, unemployment, parental strain and parental psychi-
atric symptoms are the most important risk factors for the
development of mental health problems in children. [29]
Not only is it important to identify the factors that con-

tribute to developing mental health problems. De Haan and
others investigate the risk factors to dropout of psychother-
apy for child and adolescent people. [5] Several factors in-
clude ethnic minority status, a lower SES, and severity of the
mental health problems. Data from almost 400 children and
approximately 350 adolescents were used in this study. The
authors identified a number of specific demographic groups
that had a higher risk of dropout and concluded that therapy
compliance was influenced by a number of demographic
factors. Considering the previous results, we will incorpo-
rate a large number of demographic factors that might be
predictive of youth care demand.

Neighbourhood characteristics and machine
learning
Recent studies have concluded that a number of neighbor-
hood characteristics can influence the mental health of the
population [8, 12, 26] For example, safety concerns, noise,
air pollution, and urbanicity [13, 24, 25, 30] had an effect on
mental health. Which can lead to a more depressive mood.
[12]

A recent study in the Netherlands, try to find which phys-
ical and social neighborhood characteristics influenced de-
pression. [15] This study incorporated data from two sources:
1) a survey comprised of various question on sociodemo-
graphic, mental health, and perception of the residential
neighbourhood factors and 2) registry data which was made
available through Statistics Netherlands. Using a ML ap-
proach, the authors assessed how the different factors cor-
related with depression severity while controlling for indi-
vidual differences in sociodemographic factors. While the
results will need to be validated in a within subject longitudi-
nal design, the results suggests that modification of physical
and social neighbourhood characteristics could represent
an effective intervention to promote mental health. As the
potential predictive neighborhood characteristics are quite
diverse we will incorporate a wide range of factors using
standardized registry data. [12]

METHODOLOGY
This section contains three parts: a data description, Data
Cleaning and pre-processing, and model fitting and evalua-
tion methods.

DATA
The data used in this thesis originates from two different
sources. The youth care data is made available from the
data-team of the social cluster within the municipality of
Amsterdam. The youth care data is on an individual level
(i.e., one row is one child) and due to the privacy-sensitive
nature of the data confidential. As a result of this, any value
based on less than ten observations cannot be made public.
The neighborhood characteristics dataset is open-source and
available through the data website of the municipality of
Amsterdam 4 In the next two upcoming sections, we will
describe used datasets more extensively.

Youth care data
The youth care dataset contains data about clients who re-
ceived a form of youth care as organized by the municipality
of Amsterdam and has the following columns: Sex, Date of
Birth, Zipcode, Year of treatment, hashID, Amount approved,
Product category, Supply type and Services
To prevent the direct identification of these clients, the

personal number has been hashed to an hashID. The column
Amount approved is the cost of the care that the munici-
pality has approved. The three columns Product category
(8 categories), supply type (7 categories), and services (176
categories) provide hierarchical information about the kind
of care the client has received. To illustrate the number of
given categories, the different categories and their amount of
product categories are in table 2 and table 3. Some categories
in both tables are not shown, due to privacy reasons of the
data. Depending on how well our model fits, we should see
if we can use the services level data. This data set contains
34.557 total rows of data. In table1, the demographic descrip-
tives are given where M is for Male, F for female, and O
unknown. Some services will only be finished during the last
months of a year. Therefore we are only interested in data
which belongs to a full year. 2018 and 2019 are the only two
years fully available in the data set. It is therefore decided to
structure this table in these two years. Because a person can
receive care several times in the same year, the number of
rows differs from the number of client.

4https://data.amsterdam.nl/datasets/G5JpqNbhweXZSw/basisbestandgebieden-
amsterdam-bbga/
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Table 1: Data description based on year in Youth Care Data

Variable Year

2018 2019

Number of Rows 10874 14014
Unique Client ID 8996 11246
Average age 12.9 12
Sex: M/F/O 6214/4460/0 8077/5936/1

Table 2: Description and amount of product categories

Variable Name Year
2018 2019

Maatwerkarrangementen jeugd 8962 11886
Specialistische ggz 805 926
Jeugdhulp crisis 802 886
Landelijk ingekochte zorg 253 289
(2015) Zonder verblijf: 37 -
Jeugdhulp verblijf
Overig residentieel 13 -

Jeugdhulp verblijf:
(excl. behandeling) - 27

Only samples above n = 10 are visible

Table 3: Description and amount of supply type

Variable Name Year
2018 2019

Jeugd (2018)-Segment B 5169 7211
Jeugd (2018)-Segment C 4418 5588
Jeugd - Specialistische GGZ 849 920
Jeugd (2018)-Landelijk ingekochte zorg 253 289
Jeugd (2018)-Conversie 2018 afwijkende prijzen 177 -

Neighborhood data
The ”Basisbestand Gebieden Amsterdam” (BBGA) contains
key statistics of the municipality at several city division
levels citywide, city district-level (8 values), area-level (22
values), neighborhood-level (98 values), and vicinity-level
(477 values) from 2001-2020. For each of these levels, the
dataset contains around 800 variables with the following
themes:

• Urban development and living
• Traffic and public space
• Economy and culture
• Well-being, care and sport
• Education, youth and diversity
• Work, income, and participation
• Sustainability and water
• Services and information

• Social strength

Classification Algorithms
In the next sections, we will give a short description of the
chosen algorithms and an argumentation why these algo-
rithms were selected. This thesis will use three different su-
pervised ML algorithms: Support vector machine, Decision
Tree Classifier, and Gradient Boosting Machine.

Support vector machine. Support vector machine (SVM) is a
supervised learning model that is used to analyze data for
classification and regression purposes. The main concept
behind SVM is to fit a hyper-plane between the labelled
data point, separating the different data points into different
groups. Consider a simplistic example as illustrated in Figure
2. Each data point on either side of the hyperplane will be
classified into a different group (circle or star). So when a new
point enters the model, this hyper-plane is used to decide to
which group the new data point belongs.

Figure 2: Support Vector Machine Example
Adapted from [9]

To fit the best hyper-plane line, SVM tries to take the
points closest to the line from both classes. These points are
called support vectors and are filled in figure 2. After the
support vectors are determined, the distance is calculated
between the line and the support vectors. The distance be-
tween these support vectors and the hyper-plane is called
the margin and the goal is to maximize this parameter. The

4



benefit of SVM models is that it is able to generate robust
predictions with limited training samples, making is the case
in the youth care data set used in this thesis [23]

Decision Tree Classifier. Decision trees (DT) are supervised
machine learning techniques which are frequently used for
regression and classification problems. The idea behind the
DT algorithm is simple, but therefore very powerful. The
aim of classification trees is to split the data into smaller,
more homogeneous groups. For each attribute in the dataset,
the DT algorithm forms a node, where the most important
attribute is placed at the root node. For evaluation, we start
at the root node and work our way down the tree by fol-
lowing the corresponding node that meets our condition or
”decision”. This process continues until a leaf node is reached,
which contains the prediction or the outcome of the DT. [18]

Gradient Boosting Machine. Gradient Boosting is a popular
ensemble DT algorithm which is less prone to overfitting
than a single DT. The idea of gradient boosting is that boost-
ing can be interpreted as an optimization algorithm on a
suitable cost function. [3] Boosting is a technique where
models are built sequentially, aiming to minimize the errors
from the previous models while increasing the influence of
high-performing models. In this thesis, we will use XGBoost
as it one of the fastest implementations of gradient boosted
trees.[4]

Random Undersample
When an imbalanced dataset is used, which is the case an
has been described, there are too few data points of the class
with the fewest data points to learn the decision boundary
effectively. [14] Therefore, balanced data will improve model
performance. One solution to imbalanced data is to either
oversample the smallest class or undersample the largest
classes, which will result in a balanced dataset. Building
a Support Vector Machine will increase with 𝑂 (𝑁 3) time
and 𝑂 (𝑁 2) space complexity where N is training set size.
[6] Given the large number of classes present in the youth
care data set and the number of samples in the largest class,
oversampling was computationally not feasible given the
available resources. This applies to SVM but also to all other
models. Instead we focused on undersampling using the
functions implemented in the python package imblearn. The
disadvantage with undersampling is that all classes have the
same amount of samples as the smallest class, resulting in a
considerably lower number of overall samples to train the
model on. To quantify this trade-off we trained each of the
three models with the full and undersampled dataset.

Data Cleaning and pre-processing
By removing incorrect, incorrectly formatted, or incomplete
data from both datasets we will prepare the datasets for the

different planned analysis. This comes with a number of
steps, which are different for both datasets.

In the Youth care data, we performed the following steps
to get a dataset that could be joined with the neighborhood
data. Only healthcare usage in 2018 and 2019 was included
in the analysis. Every client that was included had to have a
valid zip code. A valid zip code was necessary to be able to
merge the youth care data with their neighborhood charac-
teristics. With this, we removed 343 rows from the dataset.
The column Date of Birth is too specific for our needs. There-
fore we calculated the age of the client and saved this in a
newly created column.

The most detailed information regarding the care a client
has received is at the level of the individual SPICs. Every
SPIC has a particular code and is structured in the following
manner: The specialist youth care is divided into specialist
youth assistance (segment B), highly specialized youth assis-
tance (segment C). This is the first letter in the SPIC code. In
addition to the segments, a distinction is made according to
a number of profiles. A total of eleven profiles are defined
on the type of care and the desired outcome. These eleven
profiles are indicated with a number. Finally, a distinction is
made on the intensity of the care: perspective (P), intensive
(I), durable light (DL), durable medium (DM), and durable
heavy (DZ) [10] All other non-SPIC services were removed.
The used regex can be found on GitHub. The final youth care
dataset contained 71 unique SPICs with 31242 rows of data.

A categorical variable is a variable that takes a fixed num-
ber of possible values. This is the sex variable in the youth
care dataset. Machine learning models require numerical
input and output variables, therefor categorical values must
be one- hot encoded. [18] This is where the integer encoded
variable is removed, and one new binary variable is added
for each unique integer value in the variable. In the “sex”
variable example, there are two categories (Female andMale),
and therefore two binary variables are needed. A “1” value
is placed in the binary variable for the sex and “0” value for
the other sex.

In theNeighborhoodData, only data from 2018 and 2019
were included. The dataset was cleaned by filtering on the
zip code (thus removing all other city division levels). Any
feature in the neighborhood dataset which had NaN val-
ues for more than half of the zip code were removed. As
we employed a data driven approach to identify predictive
neighborhood characteristics no futher feature selection was
done. The final neighborhood dataset included 185 features
with 164 rows of data. The two datasets were merged using
the zip code.
As stated in the introduction, the youth care data is se-

verely imbalanced and this is visualized in Figure 3. The
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Figure 3: Distribution of the amount of services

Looking at the y-axis you can find the frequency of each
individual service. Looking at the x-axis you can find each

individual service. Due to readability not every singe
service is being plot.

figures indicate that there are a number of services which
have more than 5000 samples whereas others only have two.

For categories that have so few samples it can create chal-
lenges in getting accurate predictions. Literature shows no
information on the minimum number of samples required,
given the number of categories to classify. Instead we tried
to determine if we could use the 95% confidence interval.
Based on the mean (440 samples) and the standard deviation
(850 samples) it would result in excluding a large proportion
of the data. Therefore we made an decision to take 95% of the
values with the largest sample size. This resulted in remov-
ing 34 categories with 1562 samples in total. This threshold
corresponds to the red line in Figure 3. A benefit of only
including the 95% largest categories was that the resulting
selection with the privacy requirements of the municipality
of Amsterdam. The final selection of services is shown in
figure 4.
For algorithms that measure the distance between data

points, which is the case in our study for the support vector
machine, it is necessary to scale the data. This is needed
since variables with higher values, will influence the outcome
of a prediction more, while they are not necessarily more
important as a predictor. [18] We will scale the data with the
in-built function of Sklearn.
The final description of the data can be found in table 4.

A histogram of all the available features is made, and can be
found on the GitHub repository.

Figure 4: Frequency of services

Looking at the x-axis you can find the frequency of each
individual service. Looking at the x-axis you can find each
individual service. Numbers on the x-axis can be ignored.
Due to readability not every singe service is being plot.

Table 4: Data description of final dataset

Variable Name Year
2018 2019

Product Type
Maatwerkarrangementen jeugd 13446 16206
Supply Type
Jeugd (2018)-Segment B 6894 11380
Jeugd (2018)-Segment C 6552 4826
Clients
Number of rows 13446 16206
Unique Client ID 13446 16206
Average Age 13.8 12.8
Sex: M/F/O 7912/5534/0 9492/6714

Model
Model evaluation. In this study, we investigate which of the
three chosen algorithms is the most suitable for predicting
which features play an important role in using specialized
youth care. It is therefore necessary to determine which
metrics are used to compare the different algorithms with
one another. In binary classification, the predictions can be
labelled one of four ways, as shown in table 5. [17]
Based on this table, we can come up with four different

metrics to evaluate the algorithm: [17]

𝑇𝑃 +𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 +𝑇𝑁 (1)

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(2)
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Actual Positive
Class

Actual Positive
Class

Predicted
Positive Class True Positive (tp) False negative (fn)

Predicted
Negative Class False positive (fp) True negative (tn)

Table 5: Confusion Matrix for Binary Classification

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3)

2 · Precision · Recall
Precision + Recall

(4)

The most well know metric is equation 1, and it is known
as accuracy. The metric accuracy measures the ratio of cor-
rect predictions over the total number of instances evaluated.
Unfortunately, it makes no distinction between classes; cor-
rect answers for each category are treated equally, which is
fine for balanced data. Our study, however, uses an imbal-
anced dataset, and accuracy is therefore not suited for our
purposes.

Other frequently used metrics are precision and recall and
are shown in equation 2 and 3. The precision metric indicates
how precise your model is as indicated by the ratio of false
positives and true positives. Precision is an excellent metric
to use when the costs of false-positive are high. Putting it
more in the context of our study, precision can be seen as how
efficiently resources will be used. A higher precision results
in fewer resources that are wasted on households/children
that do not require youth care. The metric recall is useful
when there is a high cost of a false negative. Finally the F1
score, which can be found in equation 4 is a combination of
precision and recall and is, therefore, suitable for our needs.

These metrics only show us the performance of the model
but is not showing us the quantify the uncertainty of the
outcome. Mean Square Error (MSE) is popular metric to eval-
uate machine learning. In short: MSEmeasures the difference
between the predicted solutions and desired solutions. Like
accuracy, the main limitation of MSE is that this metric does
not provide the trade-off information between class data and
will therefore not be used in our study. [17] The area under
the ROC Curve is one other popular ranking type. This met-
ric is designed for binary classification but can be used for
multiclass classification. [19] The authors however state that
this generalization is useful for problems with a low number
of classes. Considering our dataset with 37 different classes,
we would not see this as a low number. Another reason why
we did not use this metric is that the computational cost of
AUC is high. [17]

In summary, in themodel evaluation, the followingmetrics
will be used: precision, recall, and F1. These metrics are
essentially defined for classification tasks. [7] But the sklearn
library is providing an in-built function to calculate these
scores with multiclass data. [28] By using multiclass data, an
extra parameter is required. Of the five possible options, only
two are applicable: micro and macro. A short explanation
of the macro and the micro parameter: macro-average will
compute the F1 metric independently for each class and
then take the average whereas Micro-average will weigh the
different contributions of F1 per class and then computes
the average metric. This because we are dealing with an
imbalanced data set.
Choosing for this "micro" will lead to the same score for

all of the selected metrics.

𝑃 =

∑
𝑐 𝑇𝑃𝑐∑

𝑐 𝑇𝑃𝑐 +
∑

𝑐 𝐹𝑃𝑐

𝑅 =

∑
𝑐 𝑇𝑃𝑐∑

𝑐 𝑇𝑃𝑐 +
∑

𝑐 𝐹𝑁𝑐

(5)

Where c is the class label. Since in a multi-class setting
you count all false instances it turns out that:∑

𝑐

𝐹𝑃𝑐 =
∑
𝑐

𝐹𝑁𝑐 (6)

In other words, every single false prediction will be a false
positive for a class, and every single negative will be a false
negative for a class. Therefore, we will only give the F1 scores
of each algorithm.

Models making. Support Vector Machine and the Decision
Tree Classifier model were build using the Scikit-learn. This
is an open-source Python library for various machine learn-
ing models. For the gradient boosting, we will use an XG-
Boost algorithm. This algorithm is not included in the scikit-
learn library and therefore imported separately from the
xgboost library.

First, the datasets are loaded into pandas. Second, a base-
line model is created. This baseline model is using the default
hyperparameters from each algorithm. The data was trained
using the train-test-split method of 75%/25% for the train-
and test data. The dependent variable is the SPICs used by
a given client. For reproducibility, we set the random state
variable. By controlling the random state variable, we will
get the same results when running the code multiple times.
The performance metrics, in our case F1, are evaluated using
cross-validation (CV). With the use of cross-validation, we
reduce the bias of the model. With a CV of 5, the training
data is divided into five different folds, resulting in different
train and test data for every run. [18] The reported cross-
validated results are the mean of each of the performance
metrics .
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An imbalanced dataset can influence the predictions of
ML algorithms. In figure 4 it is visible how imbalance the
data set is. On the y-axis, every different service is shown.
On the X-axis, the frequency is shown.

As stated in the introduction imbalanced datasets are chal-
lenging for ML models. To quantify the effects we also cre-
ated identical models as above but then using random under-
sampled data. This resulted in an dataset with equal number
of samples of the minorty class of youth care. The result can
be seen in Figure 5 As with the imbalanced dataset cross-
validation was used. For each of the three classes, twomodels
were therefore created (resp. with imbalanced and undersam-
pled data). The model with the highest F1-score was then
selected to further optimize it by tuning the hyperparame-
ters using GridSearchCV. This is a method in the Scikit-learn
library that randomly searches combinations of hyperparam-
eters within a given grid. The best scoring combination is
then provided. The hyperparameters are chosen, and the
values in the grids are based on conventions from literature.
[18] The hyperparameters (with their used parameters set)
are shown table 6.

SVM Decision Tree XGBoost
Kernel:
[Linear, RBF,
Poly, Sigmoid]

criterion:
[’gini’, ’entropy’]

max_depth:
range(4,26,4)

C:
[0.1,1,10,100]

max_depth:
range(4,26.4)

scale_pos_weight:
[1,25,50,75,100]

Gamma:
[0.001,0.01,0.1,1,10]

min_samples_split:
range(1,10,2)

colsample_bytree’:
arrange(0.5,1.0,0.3)

min_samples_leaf:
range(1,5)

Table 6: Tuned hyperparameters

Confusion Matrix. A way to visualize the performance of a
classification model is to use a confusion matrix. A confusion
matrix visualized a table that enables the user to summarize
and visualize a classification model’s performance. The num-
ber of correct and incorrect predictions are summarized with
count values for each class. Which means that all the ele-
ments on the diagonal represent the number of data points
that are predicted correctly, while off-diagonal elements are
data points that have not been predicted correctly. As a result,
the higher the diagonal values are, the better the algorithm
is performing.

GitHub Code
All code used in this thesis to clean and pre-process the data
as well as fit and evaluate the models are made available in

the GitHub repository. 5 While the notebooks include all the
output generated by the syntax it is not possible to include
all used data. As stated in the data description, the BBGA
data set is freely available, but due to privacy reasons, the
youth care dataset is not.

RESULTS AND EVALUATION
Model Performance
The three different algorithms were first trained and tested
with the full dataset and the performance metric F1 are given
in the first column of table 7. The model which performed
best was based on the Classifier XGBoost algorithm. In this
table, with the best model highlighted in bold, it is also clear
that the Support Vector Machine performs poorly compared
to the other tested algorithms. Based on the low scores, we
conducted an additional analysis for the SVMmodel by vary-
ing the different kernel types. Based on the results in table 8
the SVM model with a linear kernel improves the F1 score
substantially compared to the default RBF, but still underper-
forms compared to the Decision Tree classifier and XGBoost
algorithms.

Baseline
Model

Random
Undersample GridSearchCV

Support Vector
Machine 25% 7% -

Decision Tree
Classifier 67% 41% 74%

XGBoost 73% 36% 67%

Table 7: Results of different algorithms. Marked = highest
score of column

F1-score
Linear 35%
RBF 25%
Poly 23%
Sigmoid 16%

Table 8: SVM scores over different kernel. Marked = highest
score of column

As stated in the introduction and method section, imbal-
anced data might be detrimental to the overall performance
of ML models. To quantify this we used a random undersam-
ple technique and fit the three models on the reduced dataset.
To visualize the result of the random undersampling, and
therefore see which data we used, we made a figure which
5https://github.com/jtothehoenderdos/MasterThesis
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Figure 5: Frequency of aftter Random Undersample

Looking at the x-axis you can find the frequency of each
individual service. Looking at the x-axis you can find each
individual service. Numbers on the x-axis can be ignored.
Due to readability not every singe service is being plot.

can be seen in Figure 5. You can see that all the services,
which are on the X-axis, have the same amount of samples
(Y-axis). A big difference compared with figure we made
before in Figure 4. The F1 scores are shown in the second
column of table 7 and it is clear that all models performed
substantially worse when using an undersampled but bal-
anced dataset compared to a full but imbalanced dataset.
Therefore we decided not to further optimize the models
based on the undersampled dataset and continue to optimize
the full datatset models.
A final method to optimize the parameters of the three

models is by performing a grid search. This was computa-
tionally possible for two of the three models (Decision Tree
classifier and XGBoost). A grid search was not possible be-
cause of computational limitations. For the Support Vector
Machine model a single fit took approximately 7 minutes to
perform on the used PC (Intel I5, 8GB RAM). Given the num-
ber of potential grid parameter combinations and the use of
cross validation the required computational time was not fea-
sible within the current project. Of the two models for which
grid search was performed, the F1-score only improved for
the Decision Tree Classifier model.
One of the parameters that were fine-tuned with grid

search for the Decision Tree Classifier model are the criterion
which is used to split the different nodes and the maximum
depth of the decision tree. The effect of the different parame-
ter settings on the mean CV score (which corresponds to the
mean F1-scores of the multiple cross validations) are shown
in Figure 6.

Figure 6: Performance Comparison Decision tree

On the horizontal axis, the different values of the parameter
"Max Depth" can be found. Looking at the vertical axis, the
mean CV scores can be found. These values are plotted for

the two different possible criterion of Decision Tree.

The Confusion Matrix of the winning Decision Tree Clas-
sifier model can be found in figure 7. A bigger version can
be found on the given GitHub pages.
Based on the optimization of the different models, the

model that performed best is the Decision Tree classifier
using the full dataset with the following parameter settings:
criterion: ’entropy’, ’max depth’: 16, ’min samples leaf’: 1,
’min samples split’: 3.

Based on these metrics, the Decision Tree Classifier model
shows the best performance in the context of this study, thus
its feature importance will be examined.

Features Importance
Based on the parameter optimization we further investigated
what the most important features were for the Decision Tree
Classifier. The predictive values of the individual features
that had the largest feature importance of the Decision Tree
Classifier can be found in Figure 8.

All other features had too low importance in be visualized
meaningfully in this figure. Although gender (‘Geslacht’) has
a very low feature importance score, it has some predicting
properties implying that the usage of a number of SPICs
might be gender specific. The second-best feature to predict
youth care is age (‘Leeftijd’) and indicates that a number of
SPICs are more frequently used by specific age groups. For
example, care given in profile 10, is only for a young person
up till the age of 6 years. [10] Finally, with an important
feature of 0.78, ‘Bedrag Goedgekeurd is the most important
feature of this model and stands for the amount of money the
municipality has approved to pay the healthcare provider.
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Figure 7: Confusion Matrix

The left axis is showing us the True labels, were on the
horizontal axis the predicted values are shown. Each

individual box in this matrix is showing us the amount of
predicted sample vs the actual sample.

Figure 8: Feature Importance

The different features are shown shown on the left, togheter
with their importance which can be found on the other axis.
"Bedrag goedgekeurd" is thus the most important feature.

Since the amount of money approved for a certain SPICs
is based on agreements between the municipality and the
healthcare provider there might be a one-to-one relationship
between the SPIC label and the feature ‘BedragGoedgekeurd”,

defeating the whole reason why one would include this fea-
ture to start with. For the four most frequently used SPICs
we have visualized the distribution of the amount of money
approved in figure 9. If there was a clear one-to-one map-
ping there would be no variation in the amount of money
approved. Based on figure 9 this is clearly not the case. In
other words, when a client receives a specific SPICs, you
cannot directly infer what the approved amount of money
will be. To further investigate the importance of this feature
we re-ran the winning model but now without the feature
‘Bedrag Goedgekeurd’. As expected the F1-score drops dra-
matically to 19%. The result of the feature importance of the
model without the feature ‘Bedrag Goedkeurd’ can be found
in figure 10.

Figure 9: Bedrag goedgekeurd disttribution

4 different histograms are plotted against the "bedrag
goedgekeurd", which represents the distribution of this

feature.
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Figure 10: Feature Importance removed bedrag

The different features are shown shown on the left, togheter
with their importance which can be found on the other axis.
"Bedrag goedgekeurd" is thus the most important feature.

CONCLUSION AND DISCUSSION
In this thesis, we tried to answer the following research
question:
To what extent can Support vector machine, Decision

Tree Classifier, or Gradient Boosting Machine contribute to
predicting the demand for the specialist youth care in Ams-
terdam?

• Which of the tested models has the highest f1 score in
predicting the youth care use?

• Which (neighborhood) characteristics are predictive
for the use of youth care?

For answering these questions: Three different ML algo-
rithms were built for predicting the demand for specialized
youth care. To improve the prediction model, different ap-
proaches were tested: cross-validation, GridSearchCV and
Random undersample. We assessed the models on one per-
formance metric, the F1 score. For all the machine learning
algorithms, we created a baseline model. Were the XGboost
performed at best. After the baseline models were created,
random-undersample and a gridScearchCV were performed
in order to get the best model for predicting the specialized
youth care. Decision Tree Classifier had the highest F1 score
in these two last checks.
Having a look at this result, we can see which charac-

teristics are predictive for the use of youth care. Bedrag
Goedgekeurd, Age and Sex were features which involves the
model at most for predicting the youth care. Where Bedrag
Goedgekeurd has the highest feature of importance, and
therefore could be seen as a value which can predict the

youth care. Bedrag Goedgekeurd is a feature which has been
set after a type of care has been given, but there is no di-
rect link between the price and the given youth care. Due
to agreements between the municipality and suppliers of
the given care, there is a range of prices which are set for a
particular given care. By removing this feature, the F1 score
dropped dramatically.

Based on the results of this thesis, the value of the (neigh-
borhood) characteristics for predicting the youth care in
Amsterdam are limited.

However, better results can be obtained by including data
on young healthy people to prevent bias. The data contains
only data about youth persons in Amsterdam which had re-
ceived youth care, and not of young healthy people. Which
is not a true representation of the real world and can create
bias in the models. Most of the models had reasonable f1-
scores, deemed the most important metrics. However, this
was mainly because most models were biased towards a
positive prediction for youth care need and showed poor per-
formance on other metrics. Due to CPU limitation we could
not train the model on a data set which was over-sampled by
the minority class. Over-sampled data, normally performs
better then the used under sample technique. Translating this
to practicality, it decently predicts youth care need, but does
not enable a more cost-effective use of resources. Despite
these limitations, this research does serve as an exploratory
insight in what the possibilities of predictive modeling for
youth care need are.

Future research. Futurework on data-driven analysis of youth
care data could focus on collecting and including more fea-
tures that could explain and predict the demand and the costs
of youth care. This is not an easy task, since many of these
features would privacy-sensitive data. Which is, therefore,
hard to get. Through literature review, the paper by [27]
showed that there could be a relationship between neigh-
borhood characteristics and the use of youth care. As said
before, the main difference is the amount of features in this
study. How the different neighborhood characteristics are
exactly related to the use of youth care is sometimes unclear.
Feature works could also be found in the way of using

the given data set. In this thesis, we used the random under-
sample technique to get a balanced data set. When a com-
puter is used with more CPU power, it is possible to make
an model that is based on a dataset which is balanced by
oversampling. An intermediate step is the use of a combina-
tion of these two techniques. This could contribute to better
model performance, but not having to much disadvantages of
both options. Given the information we had on forehand, we
choose for this three algorithms. A next researcher could also
try for other availableML algorithms. Logistic Regression is a
very simple ML algorithms, what can be thought of. We used
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a data driven approach to identify predictive neighborhood
characteristics, so a future scientist could make a feature se-
lection beforehand. By removing the "bedrag goedgekeurd"
column, the model changes dramatically. The selection of
features beforehand could change the data set performance.
Looking at which feature is important for predicting the de-
mand, we looked at just one factor. Coming out of the related
work part, next researchers could try for fining combinations
of factors in this study.

In conclusion, we have shown that it is possible to make a
ML model which can make a prediction based on the given
data. The amount approved is the feature which has the
highest future importance. By adding even more features, it
is possible to have a better insight in what factors influence
the demand for care the most. Having an better insight in
the cause of using the care you can avoid long waiting times
and resulting suffering for young people from Amsterdam
can be effectively combated.
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