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Artificial Intelligence has the power to transform human lives. As the technology matures, it has become available to an increasing percentage of the population. Since we have no way to predict the transformational nature of AI development, the proliferation of the technology requires the concurrent development of principles guiding its development. The authors believe that both government and industry have a role to play in the establishment of these principles. The industry needs to ensure the responsible creation and deployment of AI. Government, in turn, is responsible supporting and enabling the development of AI systems.

Responsible development of AI revolves around ensuring that autonomous systems evolve in concert with the principles of human agency and human rights. AI systems must be designed to ensure their controllability by humans, since enslaving a race of superintelligent agents seems like a great idea that definitely won’t create a Skynet scenario. Since AI relies on massive datasets, we must ensure that these datasets do not induce biases and represent the world we want to teach the AI about. This also entails teaching the AI to provide interpretable results, further guaranteeing human oversight.

The government’s role appears largely to be providing financial support and ensuring that they enact no laws that might hinder the development of AI, or really impinge on the freedom of corporations in any way. Because if there’s one thing that will guarantee the development of human-friendly artificial intelligence, it’s leaving it in the hands of rampant capitalists with an excellent track record of respecting human rights.