卷积神经网络在音频分类中的优化

1. 音频分类
   1. 什么是音频分类[1]

1.2． 音频分类的用途

情景感知计算[2]、智能可穿戴借口[3]、移动机器人导航[4]

1. 深度学习

深度学习是允许由多个处理层和多个抽样层学习数据表示的计算机模型。**这些方法可以显著提高了最先进的语音识别,视觉物体识别、目标检测和许多其他领域如药物发现和基因组学等领域. 深度学习使用反向传播（BP）算法发现了在大型数据集中的复杂结构来说明如何机器应该如何改变其内部参数用于计算每一层对于上一层的表示。**深度卷积网络在图像处理、视频、语音和音频领域带来了突破，而递归网络对于连续的数据如文本和语音有很好的性能。

**深度学习在阻碍人工智能发展的问题解决方面做出了重大进步。它被证明是非常善于发现高维数据的复杂结构，因此适用于很多科学领域、商业和政府。它打破了图像识别[5-8]、语音识别[9-11]和许多机器学习领域的记录，如预测潜在药物分子的活性[12]，分析颗粒加速数据[13,14]，重建大脑回路[15]，预测非编码基因序列突变对基因表达和疾病的影响[16,17]。或许更令人惊讶的是，深度学习在自然语言理解方面的各种课题也产生了很好的效果[18]，特别是主题分类，情感分析，自动问答[19]和语言翻译[20,21]。**

**我们认为深度学习将有更大的成功在不远的而将来，因为他需要很少的人工干预，可以很容易的利用计算量和数据的增长。目前正在为深层神经网络而开发的新的学习算法和结构只会加快这一进程。**

1. 卷积神经网络

3.1. 什么是卷积神经网络

卷积神经网络**被设计用来处理多重矩阵的数据，例如，一个彩色图像由3个2D矩阵组成。许多数据形态是多重矩阵的形式：1D信号和序列包括语音，2D图像或声谱图，3D视频或立体图像。卷积网络利用4个关键点来利用自然信号的属性：局部连接，权值共享，池化和多层结构。如图2，一个卷积网络的内部**

**卷积层的功能是检测前一层的特征的局部连接，池化层的作用是是合并特征相似的地方。这是因为形成一个主题的特征的相对位置会有所不同。一个典型的池化单元计算一个局部块的最大值，邻近的池化单元按照一行或一列或者更多的方式移动的从局部块中获取数据，从而减少了维数，增加了移动或扭曲的不变性。2到3个卷积层，非线性函数和池化层堆叠，再连接上全连接层，通过bp算法训练所有过滤器的权重，就得到了**卷积神经网络**。**

**深度神经网络开发自然信号层级组成的特性，其中，高水平的特征由低水平的组合获得。在图像中，边缘的局部组合形成图案，图案构成部分，部分组成目标。相似的结构存在于语音和文本中，如电话里的声音，音位，音节，文本里的单词和句子。当前一层的元素的位置或外貌变化时，池化能保证表示几乎不变。**

**卷积网络中卷积层和池化层是由视觉神经科学中的简单细胞和复杂细胞的经典观念启发得到的，这种细胞是以LGN–V1–V2–V4–IT这种形式形成视觉回路的。当被给予相同图片时，卷积网络可以解释猴子的下颞叶皮质的随机160个神经元的变化。卷积网络有神经认知的根源，有相似的结构，但神经认知中没有类似bp算法之类的端到端的监督学习算法。一个原始的1D卷积网络称作时延神经网络被用于音素和简单单词的识别。**

**追溯到1990s早期，卷积网络已经有了大量的应用，开始是时延神经网络用于语音识别和文本阅读。文本阅读系统使用一个训练好的卷积网络和一个而受到语言约束的概率模型的二联合。到1990s晚期，这个系统阅读美国所有支票的10%。大量基于卷积网络的视觉特征识别和手写体识别被Microsoft开发。在1990s早期，卷积网络也被实验在人脸，手写图像的目标检测和人脸识别。**

3.2. 卷积神经网络的应用

1. 为什么要用深度学习解决音频分类
2. 研究目标与内容
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