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INTRODUCTION

1. **Le Deep learning (apprentissage automatisé)**

Le deep learning une classe d’algorithmes d’apprentissage automatique. Dans le cadre d’un apprentissage supervisé, l’objectif est de classer des données en fonction de caractéristiques choisies et communes. Les réseaux de neurones permettent à l’information de traverser plusieurs couches afin que la prédiction soit la plus juste possible. Pour cela le réseau doit s’entrainer sur un jeu dit d’apprentissage composé d’un échantillon de données dont on connait la classe. Si le modèle est correctement paramétré, il présentera des capacités de généralisation sur des données qu’il n’a jamais rencontrées. Décrire réseau de neurones convolutionnel.

1. **L’outils DeepDrug3D**

Dans leur papier publié en février 2019 dans Computational Biology, *Brylinski et al.* décrivent un outils de détection et de classification de sites de fixation de poches protéiques utilisant un réseau de neurones convolutionel. Il est open source et les scripts sont accesibles sur GitHub Le challenge dans cette problématique est de développer un modèle qui permettra une détection fine de molécules ayant des structures biochimiques proches. Les organisations structurales des différentes poches testées ont été représentés par les auteurs dans des voxels (pixels 3D en forme de cube donc). Ces voxels sont les données d’entrée du réseau de neurones et ont été fourni pour ce projet. L’implémentation actuelle de DeepDrung3D est entrainée pour détecter et classifier des sites de fixation de nucléotides et d’hemes mais il a aussi la capacité de généraliser sur des sites de fixation de stéroïdes et de peptidases.

METHODES

1. **Librairies utilisées**
2. **Jeux de données**
3. **Description du modèle utilisé**

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

conv3d\_1 (Conv3D) (None, 14, 32, 32, 32) 24514

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dropout\_1 (Dropout) (None, 14, 32, 32, 32) 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

max\_pooling3d\_1 (MaxPooling3 (None, 14, 16, 16, 16) 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dropout\_2 (Dropout) (None, 14, 16, 16, 16) 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

flatten\_1 (Flatten) (None, 57344) 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_1 (Dense) (None, 512) 29360640

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

activation\_1 (Activation) (None, 512) 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_2 (Dense) (None, 3) 1539

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

activation\_2 (Activation) (None, 3) 0

=================================================================

Total params: 29,386,693

Trainable params: 29,386,693

Non-trainable params: 0

RESULTATS

Lien GitHub : https://github.com/juugeebee/Projet\_DL\_M2