Thulasi@DESKTOP-63GEKPP MINGW64 ~/Desktop/GCP/terraform-gke-workload/workload-identity

$ terraform init

**Initializing modules...**

**Initializing the backend...**

**Initializing provider plugins...**

The following providers do not have any version constraints in configuration,

so the latest version was installed.

To prevent automatic upgrades to new major versions that may contain breaking

changes, it is recommended to add version = "..." constraints to the

corresponding provider blocks in configuration, with the constraint strings

suggested below.

\* provider.google: version = "~> 3.27"

\* provider.null: version = "~> 2.1"

\* provider.random: version = "~> 2.2"

Terraform has been successfully initialized!

You may now begin working with Terraform. Try running "terraform plan" to see

any changes that are required for your infrastructure. All Terraform commands

should now work.

If you ever set or change modules or backend configuration for Terraform,

rerun this command to reinitialize your working directory. If you forget, other

commands will detect it and remind you to do so if necessary.

Thulasi@DESKTOP-63GEKPP MINGW64 ~/Desktop/GCP/terraform-gke-workload/workload-identity

$ terraform plan --out wi.plan

**var.ip\_range\_pods**

The secondary ip range to use for pods

**Enter a value:**

**var.ip\_range\_services**

The secondary ip range to use for pods

**Enter a value:**

**var.network**

The VPC network to host the cluster in

**Enter a value:**

**var.subnetwork**

The subnetwork to host the cluster in

**Enter a value:**

**Refreshing Terraform state in-memory prior to plan...**

The refreshed state will be used to calculate this plan, but will not be

persisted to local or remote state storage.

**module.gke.data.google\_container\_engine\_versions.region: Refreshing state...**

**data.google\_client\_config.default: Refreshing state...**

**module.gke.data.google\_compute\_zones.available: Refreshing state...**

**module.gke.data.google\_client\_config.default: Refreshing state...**

**module.gke.data.google\_container\_engine\_versions.zone: Refreshing state...**

------------------------------------------------------------------------

An execution plan has been generated and is shown below.

Resource actions are indicated with the following symbols:

+ create

Terraform will perform the following actions:

**# module.gke.google\_container\_cluster.primary** will be created

+ resource "google\_container\_cluster" "primary" {

+ additional\_zones = (known after apply)

+ cluster\_ipv4\_cidr = (known after apply)

+ default\_max\_pods\_per\_node = 110

+ enable\_binary\_authorization = false

+ enable\_intranode\_visibility = false

+ enable\_kubernetes\_alpha = false

+ enable\_legacy\_abac = false

+ enable\_shielded\_nodes = true

+ enable\_tpu = false

+ endpoint = (known after apply)

+ id = (known after apply)

+ instance\_group\_urls = (known after apply)

+ label\_fingerprint = (known after apply)

+ location = "europe-west2"

+ logging\_service = "logging.googleapis.com/kubernetes"

+ master\_version = (known after apply)

+ min\_master\_version = "1.16.9-gke.6"

+ monitoring\_service = "monitoring.googleapis.com/kubernetes"

+ name = "my-demo-cluster"

+ network = "projects/kube-project-279210/global/networks/"

+ node\_locations = (known after apply)

+ node\_version = (known after apply)

+ operation = (known after apply)

+ project = "kube-project-279210"

+ region = (known after apply)

+ remove\_default\_node\_pool = true

+ services\_ipv4\_cidr = (known after apply)

+ subnetwork = "projects/kube-project-279210/regions/europe-west2/subnetworks/"

+ tpu\_ipv4\_cidr\_block = (known after apply)

+ zone = (known after apply)

+ addons\_config {

+ cloudrun\_config {

+ disabled = (known after apply)

}

+ config\_connector\_config {

+ enabled = false

}

+ dns\_cache\_config {

+ enabled = false

}

+ gce\_persistent\_disk\_csi\_driver\_config {

+ enabled = false

}

+ horizontal\_pod\_autoscaling {

+ disabled = false

}

+ http\_load\_balancing {

+ disabled = false

}

+ istio\_config {

+ auth = "AUTH\_MUTUAL\_TLS"

+ disabled = true

}

+ kalm\_config {

+ enabled = false

}

+ kubernetes\_dashboard {

+ disabled = (known after apply)

}

+ network\_policy\_config {

+ disabled = false

}

}

+ authenticator\_groups\_config {

+ security\_group = (known after apply)

}

+ cluster\_autoscaling {

+ autoscaling\_profile = "BALANCED"

+ enabled = false

+ auto\_provisioning\_defaults {

+ min\_cpu\_platform = (known after apply)

+ oauth\_scopes = (known after apply)

+ service\_account = (known after apply)

}

}

+ cluster\_telemetry {

+ type = (known after apply)

}

+ database\_encryption {

+ state = "DECRYPTED"

}

+ ip\_allocation\_policy {

+ cluster\_ipv4\_cidr\_block = (known after apply)

+ cluster\_secondary\_range\_name = (known after apply)

+ node\_ipv4\_cidr\_block = (known after apply)

+ services\_ipv4\_cidr\_block = (known after apply)

+ services\_secondary\_range\_name = (known after apply)

+ subnetwork\_name = (known after apply)

}

+ maintenance\_policy {

+ daily\_maintenance\_window {

+ duration = (known after apply)

+ start\_time = "05:00"

}

}

+ master\_auth {

+ client\_certificate = (known after apply)

+ client\_key = (sensitive value)

+ cluster\_ca\_certificate = (known after apply)

+ client\_certificate\_config {

+ issue\_client\_certificate = false

}

}

+ network\_policy {

+ enabled = true

+ provider = "CALICO"

}

+ node\_config {

+ boot\_disk\_kms\_key = (known after apply)

+ disk\_size\_gb = (known after apply)

+ disk\_type = (known after apply)

+ guest\_accelerator = (known after apply)

+ image\_type = (known after apply)

+ labels = (known after apply)

+ local\_ssd\_count = (known after apply)

+ machine\_type = (known after apply)

+ metadata = (known after apply)

+ min\_cpu\_platform = (known after apply)

+ oauth\_scopes = (known after apply)

+ preemptible = (known after apply)

+ service\_account = (known after apply)

+ tags = (known after apply)

+ taint = (known after apply)

+ sandbox\_config {

+ sandbox\_type = (known after apply)

}

+ shielded\_instance\_config {

+ enable\_integrity\_monitoring = (known after apply)

+ enable\_secure\_boot = (known after apply)

}

+ workload\_metadata\_config {

+ node\_metadata = (known after apply)

}

}

+ node\_pool {

+ initial\_node\_count = 0

+ instance\_group\_urls = (known after apply)

+ max\_pods\_per\_node = (known after apply)

+ name = "default-pool"

+ name\_prefix = (known after apply)

+ node\_count = (known after apply)

+ node\_locations = (known after apply)

+ version = (known after apply)

+ management {

+ auto\_repair = (known after apply)

+ auto\_upgrade = (known after apply)

}

+ node\_config {

+ disk\_size\_gb = (known after apply)

+ disk\_type = (known after apply)

+ guest\_accelerator = (known after apply)

+ image\_type = (known after apply)

+ labels = (known after apply)

+ local\_ssd\_count = (known after apply)

+ machine\_type = (known after apply)

+ metadata = (known after apply)

+ oauth\_scopes = (known after apply)

+ preemptible = false

+ service\_account = (known after apply)

+ taint = (known after apply)

+ shielded\_instance\_config {

+ enable\_integrity\_monitoring = (known after apply)

+ enable\_secure\_boot = (known after apply)

}

+ workload\_metadata\_config {

+ node\_metadata = "GKE\_METADATA\_SERVER"

}

}

+ upgrade\_settings {

+ max\_surge = (known after apply)

+ max\_unavailable = (known after apply)

}

}

+ pod\_security\_policy\_config {

+ enabled = false

}

+ release\_channel {

+ channel = (known after apply)

}

+ timeouts {

+ create = "45m"

+ delete = "45m"

+ update = "45m"

}

+ vertical\_pod\_autoscaling {

+ enabled = false

}

+ workload\_identity\_config {

+ identity\_namespace = "kube-project-279210.svc.id.goog"

}

}

**# module.gke.google\_container\_node\_pool.pools["wi-pool"]** will be created

+ resource "google\_container\_node\_pool" "pools" {

+ cluster = "my-demo-cluster"

+ id = (known after apply)

+ initial\_node\_count = 1

+ instance\_group\_urls = (known after apply)

+ location = "europe-west2"

+ max\_pods\_per\_node = (known after apply)

+ name = "wi-pool"

+ name\_prefix = (known after apply)

+ node\_count = (known after apply)

+ node\_locations = (known after apply)

+ project = "kube-project-279210"

+ region = (known after apply)

+ version = (known after apply)

+ zone = (known after apply)

+ autoscaling {

+ max\_node\_count = 2

+ min\_node\_count = 1

}

+ management {

+ auto\_repair = true

+ auto\_upgrade = true

}

+ node\_config {

+ disk\_size\_gb = 100

+ disk\_type = "pd-standard"

+ guest\_accelerator = []

+ image\_type = "COS"

+ labels = {

+ "cluster\_name" = "my-demo-cluster"

+ "node\_pool" = "wi-pool"

}

+ local\_ssd\_count = 0

+ machine\_type = "n1-standard-2"

+ metadata = {

+ "cluster\_name" = "my-demo-cluster"

+ "disable-legacy-endpoints" = "true"

+ "node\_pool" = "wi-pool"

}

+ oauth\_scopes = [

+ "https://www.googleapis.com/auth/cloud-platform",

]

+ preemptible = false

+ service\_account = (known after apply)

+ tags = [

+ "gke-my-demo-cluster",

+ "gke-my-demo-cluster-wi-pool",

]

+ taint = (known after apply)

+ shielded\_instance\_config {

+ enable\_integrity\_monitoring = true

+ enable\_secure\_boot = false

}

+ workload\_metadata\_config {

+ node\_metadata = "GKE\_METADATA\_SERVER"

}

}

+ timeouts {

+ create = "45m"

+ delete = "45m"

+ update = "45m"

}

+ upgrade\_settings {

+ max\_surge = 1

+ max\_unavailable = 0

}

}

**# module.gke.google\_project\_iam\_member.cluster\_service\_account-log\_writer[0]** will be created

+ resource "google\_project\_iam\_member" "cluster\_service\_account-log\_writer" {

+ etag = (known after apply)

+ id = (known after apply)

+ member = (known after apply)

+ project = "kube-project-279210"

+ role = "roles/logging.logWriter"

}

**# module.gke.google\_project\_iam\_member.cluster\_service\_account-metric\_writer[0]** will be created

+ resource "google\_project\_iam\_member" "cluster\_service\_account-metric\_writer" {

+ etag = (known after apply)

+ id = (known after apply)

+ member = (known after apply)

+ project = "kube-project-279210"

+ role = "roles/monitoring.metricWriter"

}

**# module.gke.google\_project\_iam\_member.cluster\_service\_account-monitoring\_viewer[0]** will be created

+ resource "google\_project\_iam\_member" "cluster\_service\_account-monitoring\_viewer" {

+ etag = (known after apply)

+ id = (known after apply)

+ member = (known after apply)

+ project = "kube-project-279210"

+ role = "roles/monitoring.viewer"

}

**# module.gke.google\_project\_iam\_member.cluster\_service\_account-resourceMetadata-writer[0]** will be created

+ resource "google\_project\_iam\_member" "cluster\_service\_account-resourceMetadata-writer" {

+ etag = (known after apply)

+ id = (known after apply)

+ member = (known after apply)

+ project = "kube-project-279210"

+ role = "roles/stackdriver.resourceMetadata.writer"

}

**# module.gke.google\_service\_account.cluster\_service\_account[0]** will be created

+ resource "google\_service\_account" "cluster\_service\_account" {

+ account\_id = (known after apply)

+ display\_name = "Terraform-managed service account for cluster my-demo-cluster"

+ email = (known after apply)

+ id = (known after apply)

+ name = (known after apply)

+ project = "kube-project-279210"

+ unique\_id = (known after apply)

}

**# module.gke.random\_shuffle.available\_zones** will be created

+ resource "random\_shuffle" "available\_zones" {

+ id = (known after apply)

+ input = [

+ "europe-west2-a",

+ "europe-west2-b",

+ "europe-west2-c",

]

+ result = (known after apply)

+ result\_count = 3

}

**# module.gke.random\_string.cluster\_service\_account\_suffix** will be created

+ resource "random\_string" "cluster\_service\_account\_suffix" {

+ id = (known after apply)

+ length = 4

+ lower = true

+ min\_lower = 0

+ min\_numeric = 0

+ min\_special = 0

+ min\_upper = 0

+ number = true

+ result = (known after apply)

+ special = false

+ upper = false

}

**# module.workload\_identity.google\_service\_account.cluster\_service\_account** will be created

+ resource "google\_service\_account" "cluster\_service\_account" {

+ account\_id = "iden-my-demo-cluster"

+ display\_name = "GCP SA bound to K8S SA iden-my-demo-cluster"

+ email = (known after apply)

+ id = (known after apply)

+ name = (known after apply)

+ project = "kube-project-279210"

+ unique\_id = (known after apply)

}

**# module.workload\_identity.google\_service\_account\_iam\_member.main** will be created

+ resource "google\_service\_account\_iam\_member" "main" {

+ etag = (known after apply)

+ id = (known after apply)

+ member = "serviceAccount:kube-project-279210.svc.id.goog[default/iden-my-demo-cluster]"

+ role = "roles/iam.workloadIdentityUser"

+ service\_account\_id = (known after apply)

}

**# module.workload\_identity.kubernetes\_service\_account.main[0]** will be created

+ resource "kubernetes\_service\_account" "main" {

+ automount\_service\_account\_token = false

+ default\_secret\_name = (known after apply)

+ id = (known after apply)

+ metadata {

+ annotations = (known after apply)

+ generation = (known after apply)

+ name = "iden-my-demo-cluster"

+ namespace = "default"

+ resource\_version = (known after apply)

+ self\_link = (known after apply)

+ uid = (known after apply)

}

}

**# module.gke.module.gcloud\_delete\_default\_kube\_dns\_configmap.null\_resource.module\_depends\_on[0]** will be created

+ resource "null\_resource" "module\_depends\_on" {

+ id = (known after apply)

+ triggers = {

+ "value" = "3"

}

}

**# module.gke.module.gcloud\_delete\_default\_kube\_dns\_configmap.random\_id.cache** will be created

+ resource "random\_id" "cache" {

+ b64 = (known after apply)

+ b64\_std = (known after apply)

+ b64\_url = (known after apply)

+ byte\_length = 4

+ dec = (known after apply)

+ hex = (known after apply)

+ id = (known after apply)

}

**# module.gke.module.gcloud\_wait\_for\_cluster.null\_resource.module\_depends\_on[0]** will be created

+ resource "null\_resource" "module\_depends\_on" {

+ id = (known after apply)

+ triggers = {

+ "value" = "2"

}

}

**# module.gke.module.gcloud\_wait\_for\_cluster.random\_id.cache** will be created

+ resource "random\_id" "cache" {

+ b64 = (known after apply)

+ b64\_std = (known after apply)

+ b64\_url = (known after apply)

+ byte\_length = 4

+ dec = (known after apply)

+ hex = (known after apply)

+ id = (known after apply)

}

**# module.workload\_identity.module.annotate-sa.random\_id.cache** will be created

+ resource "random\_id" "cache" {

+ b64 = (known after apply)

+ b64\_std = (known after apply)

+ b64\_url = (known after apply)

+ byte\_length = 4

+ dec = (known after apply)

+ hex = (known after apply)

+ id = (known after apply)

}

**Plan:** 17 to add, 0 to change, 0 to destroy.

------------------------------------------------------------------------

This plan was saved to: wi.plan

To perform exactly these actions, run the following command to apply:

terraform apply "wi.plan"

Thulasi@DESKTOP-63GEKPP MINGW64 ~/Desktop/GCP/terraform-gke-workload/workload-identity

$ terraform apply "wi.plan"

**module.workload\_identity.module.annotate-sa.random\_id.cache: Creating...**

**module.gke.module.gcloud\_delete\_default\_kube\_dns\_configmap.random\_id.cache: Creating...**

**module.gke.module.gcloud\_wait\_for\_cluster.random\_id.cache: Creating...**

**module.gke.random\_string.cluster\_service\_account\_suffix: Creating...**

**module.workload\_identity.module.annotate-sa.random\_id.cache: Creation complete after 0s [id=7Zd1tw]**

**module.gke.module.gcloud\_wait\_for\_cluster.random\_id.cache: Creation complete after 0s [id=CbIVPw]**

**module.gke.module.gcloud\_delete\_default\_kube\_dns\_configmap.random\_id.cache: Creation complete after 0s [id=9vtM7w]**

**module.gke.random\_string.cluster\_service\_account\_suffix: Creation complete after 0s [id=onav]**

**module.gke.random\_shuffle.available\_zones: Creating...**

**module.gke.google\_service\_account.cluster\_service\_account[0]: Creating...**

**module.gke.random\_shuffle.available\_zones: Creation complete after 0s [id=-]**

**module.gke.google\_service\_account.cluster\_service\_account[0]: Creation complete after 5s [id=projects/kube-project-279210/serviceAccounts/tf-gke-my-demo-cluster-onav@kube-project-279210.iam.gserviceaccount.com]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-log\_writer[0]: Creating...**

**module.gke.google\_container\_cluster.primary: Creating...**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-log\_writer[0]: Still creating... [10s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [10s elapsed]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-log\_writer[0]: Creation complete after 15s [id=kube-project-279210/roles/logging.logWriter/serviceaccount:tf-gke-my-demo-cluster-onav@kube-project-279210.iam.gserviceaccount.com]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-metric\_writer[0]: Creating...**

**module.gke.google\_container\_cluster.primary: Still creating... [20s elapsed]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-metric\_writer[0]: Still creating... [10s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [30s elapsed]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-metric\_writer[0]: Creation complete after 15s [id=kube-project-279210/roles/monitoring.metricWriter/serviceaccount:tf-gke-my-demo-cluster-onav@kube-project-279210.iam.gserviceaccount.com]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-monitoring\_viewer[0]: Creating...**

**module.gke.google\_container\_cluster.primary: Still creating... [40s elapsed]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-monitoring\_viewer[0]: Still creating... [10s elapsed]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-monitoring\_viewer[0]: Creation complete after 15s [id=kube-project-279210/roles/monitoring.viewer/serviceaccount:tf-gke-my-demo-cluster-onav@kube-project-279210.iam.gserviceaccount.com]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-resourceMetadata-writer[0]: Creating...**

**module.gke.google\_container\_cluster.primary: Still creating... [50s elapsed]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-resourceMetadata-writer[0]: Still creating... [10s elapsed]**

**module.gke.google\_project\_iam\_member.cluster\_service\_account-resourceMetadata-writer[0]: Creation complete after 14s [id=kube-project-279210/roles/stackdriver.resourceMetadata.writer/serviceaccount:tf-gke-my-demo-cluster-onav@kube-project-279210.iam.gserviceaccount.com]**

**module.gke.google\_container\_cluster.primary: Still creating... [1m0s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [1m10s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [1m20s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [1m30s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [1m40s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [1m50s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [2m0s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [2m10s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [2m20s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [2m30s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [2m40s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [2m50s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [3m0s elapsed]**

**module.gke.google\_container\_cluster.primary: Still creating... [3m10s elapsed]**

**module.gke.google\_container\_cluster.primary: Creation complete after 3m12s [id=projects/kube-project-279210/locations/europe-west2/clusters/my-demo-cluster]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Creating...**

**module.workload\_identity.google\_service\_account.cluster\_service\_account: Creating...**

**module.workload\_identity.google\_service\_account.cluster\_service\_account: Creation complete after 5s [id=projects/kube-project-279210/serviceAccounts/iden-my-demo-cluster@kube-project-279210.iam.gserviceaccount.com]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [10s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [20s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [30s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [40s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [50s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [1m0s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [1m10s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [1m20s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Still creating... [1m30s elapsed]**

**module.gke.google\_container\_node\_pool.pools["wi-pool"]: Creation complete after 1m32s [id=projects/kube-project-279210/locations/europe-west2/clusters/my-demo-cluster/nodePools/wi-pool]**

**module.gke.module.gcloud\_delete\_default\_kube\_dns\_configmap.null\_resource.module\_depends\_on[0]: Creating...**

**module.gke.module.gcloud\_wait\_for\_cluster.null\_resource.module\_depends\_on[0]: Creating...**

**module.gke.module.gcloud\_wait\_for\_cluster.null\_resource.module\_depends\_on[0]: Creation complete after 0s [id=7379816937803121538]**

**module.gke.module.gcloud\_delete\_default\_kube\_dns\_configmap.null\_resource.module\_depends\_on[0]: Creation complete after 0s [id=1902786208052211010]**

**module.workload\_identity.kubernetes\_service\_account.main[0]: Creating...**

**module.workload\_identity.kubernetes\_service\_account.main[0]: Creation complete after 3s [id=default/iden-my-demo-cluster]**

**module.workload\_identity.google\_service\_account\_iam\_member.main: Creating...**

**module.workload\_identity.google\_service\_account\_iam\_member.main: Still creating... [10s elapsed]**

**module.workload\_identity.google\_service\_account\_iam\_member.main: Creation complete after 12s [id=projects/kube-project-279210/serviceAccounts/iden-my-demo-cluster@kube-project-279210.iam.gserviceaccount.com/roles/iam.workloadIdentityUser/serviceaccount:kube-project-279210.svc.id.goog[default/iden-my-demo-cluster]]**

Apply complete! Resources: 17 added, 0 changed, 0 destroyed.

The state of your infrastructure has been saved to the path

below. This state is required to modify and destroy your

infrastructure, so keep it safe. To inspect the complete state

use the `terraform show` command.

State path: terraform.tfstate

Outputs:
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client\_token = <sensitive>

cluster\_name = my-demo-cluster

k8s\_service\_account\_email = iden-my-demo-cluster@kube-project-279210.iam.gserviceaccount.com

k8s\_service\_account\_name = serviceAccount:kube-project-279210.svc.id.goog[default/iden-my-demo-cluster]

kubernetes\_endpoint = <sensitive>

location = europe-west2

project\_id = kube-project-279210

region = europe-west2

service\_account = tf-gke-my-demo-cluster-onav@kube-project-279210.iam.gserviceaccount.com
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