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不知道 15

fs.nfs.nsm\_local\_state = 0 15

fs.nfs.nfs\_callback\_tcpport = 0 15

fs.nfs.idmap\_cache\_timeout = 600 15

fs.nfs.nfs\_mountpoint\_timeout = 500 15

fs.nfs.nfs\_congestion\_kb = 129216 15

6.Kernel-内核参数 15

kernel.sched\_child\_runs\_first = 0 15

kernel.sched\_min\_granularity\_ns = 4000000 15

kernel.sched\_latency\_ns = 20000000 16

kernel.sched\_wakeup\_granularity\_ns = 4000000 16

kernel.sched\_tunable\_scaling = 1 16

kernel.sched\_features = 3183 16

kernel.sched\_migration\_cost = 500000 16

kernel.sched\_nr\_migrate = 32 17

kernel.timer\_migration = 1 17

kernel.sched\_rt\_period\_us = 1000000 17

kernel.sched\_rt\_runtime\_us = 950000 17

kernel.sched\_compat\_yield = 0 17

kernel.sched\_rr\_timeslice\_ms = 100 17

kernel.sched\_autogroup\_enabled = 0 17

kernel.sched\_cfs\_bandwidth\_slice\_us = 5000 17

kernel.panic = 0 18

kernel.panic\_on\_oops = 1 18

kernel.panic\_on\_warn = 0 18

kernel.core\_uses\_pid = 1 18

kernel.core\_pattern=/opt/applog/coredir/core-%e-%p-%h-%t 18

kernel.core\_pipe\_limit = 0 18

kernel.tainted = 0 18

kernel.real-root-dev = 0 19

kernel.print-fatal-signals = 0 19

kernel.ctrl-alt-del = 0 19

kernel.ftrace\_dump\_on\_oops = 0 19

kernel.modprobe = /sbin/modprobe 19
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kernel.kexec\_load\_disabled = 0 19

kernel.hotplug = 20

kernel.acct = 4 2 30 20

kernel.sysrq = 0 20
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kernel.random.entropy\_avail = 193 20

kernel.random.read\_wakeup\_threshold = 64 20

kernel.random.write\_wakeup\_threshold = 128 20

kernel.random.boot\_id=ad2889a9-2f17-4eb7-8b25-30e48c8a6451 21

kernel.random.uuid=48a82b76-296a-44a0-8adb-8f54de384356 21

kernel.overflowuid = 65534 21

kernel.overflowgid = 65534 21

kernel.pid\_max = 131072 21

kernel.printk = 4 4 1 7 21

kernel.printk\_ratelimit = 5 21

kernel.printk\_ratelimit\_burst = 10 22

kernel.printk\_delay = 0 22

kernel.dmesg\_restrict = 0 22

kernel.kptr\_restrict = 1 22

kernel.ngroups\_max = 65536 22

kernel.cap\_last\_cap = 33 22

kernel.watchdog = 1 22

kernel.watchdog\_thresh = 60 23

kernel.softlockup\_panic = 0 23

kernel.nmi\_watchdog = 1 23

kernel.randomize\_va\_space = 2 23

kernel.hung\_task\_panic = 0 24

kernel.hung\_task\_check\_count = 4194304 24

kernel.hung\_task\_timeout\_secs = 120 24

kernel.hung\_task\_warnings = 10 24

kernel.compat-log = 1 24

kernel.max\_lock\_depth = 1024 24

kernel.poweroff\_cmd = /sbin/poweroff 24

\*\*kernel.keys.root\_maxkeys = 1000000 25
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\*\*kernel.keys.maxkeys = 20 25
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\*\*kernel.keys.gc\_delay = 300 25

kernel.keys.persistent\_keyring\_expiry 25

kernel.perf\_event\_paranoid = 1 25

kernel.perf\_event\_mlock\_kb = 516 25

kernel.perf\_event\_max\_sample\_rate = 100000 25

kernel.cad\_pid 26

kernel.blk\_iopoll = 1 26

kernel.ostype = Linux 28

kernel.osrelease = 2.6.32-573.35.2.el6.x86\_64 28

kernel.version = #1 SMP Mon Oct 24 14:14:01 EDT 2016 28

kernel.hostname = vm-vmw51102-jbs 28

kernel.domainname = (none) 28

kernel.pty.max = 4096 29

kernel.pty.nr = 3 29

kernel.shmmax = 68719476736 29

kernel.shmall = 4294967296 29

kernel.shmmni = 4096 29

kernel.shm\_rmid\_forced = 0 29

kernel.msgmax = 65536 29

kernel.msgmni = 32768 29

kernel.msgmnb = 65536 29

kernel.sem = 250 32000 32 128 30

kernel.auto\_msgmni = 1 30

以下几个是生产服务器上没有（或当前账号无法查看的） 30

7.net-网络参数 31

net.core.somaxconn = 128 31

net.core.wmem\_max = 124928 31

net.core.rmem\_max = 124928 31

net.core.wmem\_default = 124928 32

net.core.rmem\_default = 124928 32

net.core.dev\_weight = 64 32

net.core.netdev\_max\_backlog = 1000 32

net.core.message\_cost = 5 32

net.core.message\_burst = 10 32

net.core.optmem\_max = 20480 32

net.core.busy\_poll = 0 32

net.core.busy\_read = 0 33

net.core.netdev\_budget = 300 33

net.core.warnings = 1 33

net.ipv4.route.gc\_thresh = 524288 33

net.ipv4.route.max\_size = 8388608 33

net.ipv4.route.gc\_min\_interval = 0 33

net.ipv4.route.gc\_min\_interval\_ms = 500 33

net.ipv4.route.gc\_timeout = 300 33

net.ipv4.route.gc\_interval = 60 33

net.ipv4.route.redirect\_load = 20 34

net.ipv4.route.redirect\_number = 9 34

net.ipv4.route.redirect\_silence = 20480 34

net.ipv4.route.error\_cost = 1000 34

net.ipv4.route.error\_burst = 5000 34

net.ipv4.route.gc\_elasticity = 8 34

net.ipv4.route.mtu\_expires = 600 35

net.ipv4.route.min\_pmtu = 552 35

net.ipv4.route.min\_adv\_mss = 256 35

net.ipv4.neigh.default.mcast\_solicit = 3 35

net.ipv4.neigh.default.ucast\_solicit = 3 35

net.ipv4.neigh.default.app\_solicit = 0 35

net.ipv4.neigh.default.retrans\_time = 99 35

net.ipv4.neigh.default.retrans\_time\_ms = 1000 35

net.ipv4.neigh.default.base\_reachable\_time = 30 36

net.ipv4.neigh.default.base\_reachable\_time\_ms=30000 36

net.ipv4.neigh.default.delay\_first\_probe\_time = 5 36

net.ipv4.neigh.default.gc\_stale\_time = 60 36

net.ipv4.neigh.default.unres\_qlen = 3 36

net.ipv4.neigh.default.proxy\_qlen = 64 36

net.ipv4.neigh.default.anycast\_delay = 99 36

net.ipv4.neigh.default.proxy\_delay = 79 36

net.ipv4.neigh.default.locktime = 99 37

net.ipv4.neigh.default.gc\_interval = 30 37

net.ipv4.neigh.default.gc\_thresh1 = 128 37

net.ipv4.neigh.default.gc\_thresh2 = 512 37

net.ipv4.neigh.default.gc\_thresh3 = 1024 37

net.ipv4.tcp\_timestamps = 1 38

net.ipv4.tcp\_window\_scaling = 1 38

net.ipv4.tcp\_sack = 1 39

net.ipv4.tcp\_retrans\_collapse = 1 39

net.ipv4.ip\_default\_ttl = 64 39

net.ipv4.ip\_nonlocal\_bind = 0 39

net.ipv4.tcp\_syn\_retries = 5 39

net.ipv4.tcp\_synack\_retries = 5 39

net.ipv4.tcp\_max\_orphans = 262144 40

net.ipv4.ip\_dynaddr = 0 40

net.ipv4.tcp\_keepalive\_time = 7200 40

net.ipv4.tcp\_keepalive\_probes = 9 40

net.ipv4.tcp\_keepalive\_intvl = 75 40

net.ipv4.tcp\_retries1 = 3 40

net.ipv4.tcp\_retries2 = 15 40

net.ipv4.tcp\_fin\_timeout = 60 41

net.ipv4.tcp\_syncookies = 1 41

net.ipv4.tcp\_max\_tw\_buckets = 262144 41

net.ipv4.tcp\_tw\_recycle = 0 41

net.ipv4.tcp\_tw\_reuse = 0 41

net.ipv4.tcp\_abort\_on\_overflow = 0 42

net.ipv4.tcp\_stdurg = 0 42

net.ipv4.tcp\_rfc1337 = 0 42

net.ipv4.tcp\_max\_syn\_backlog = 2048 42

net.ipv4.ip\_local\_port\_range = 32768 60999 42

net.ipv4.igmp\_max\_memberships = 20 42

net.ipv4.igmp\_max\_msf = 10 42

net.ipv4.inet\_peer\_threshold = 65664 43

net.ipv4.inet\_peer\_minttl = 120 43

net.ipv4.inet\_peer\_maxttl = 600 43

net.ipv4.tcp\_orphan\_retries = 0 43

net.ipv4.tcp\_fack = 1 43

net.ipv4.tcp\_reordering = 3 43

net.ipv4.tcp\_ecn = 2 44

net.ipv4.tcp\_dsack = 1 44

net.ipv4.tcp\_mem = 1526880 2035840 3053760 44

net.ipv4.tcp\_wmem = 4096 16384 4194304 45

net.ipv4.tcp\_rmem = 4096 87380 4194304 45

net.ipv4.tcp\_app\_win = 31 45

net.ipv4.tcp\_adv\_win\_scale = 2 45

net.ipv4.tcp\_low\_latency = 0 45

net.ipv4.tcp\_no\_metrics\_save = 0 46

net.ipv4.tcp\_moderate\_rcvbuf = 1 46

net.ipv4.tcp\_tso\_win\_divisor = 3 46

net.ipv4.tcp\_congestion\_control = cubic 46

net.ipv4.tcp\_mtu\_probing = 0 46

net.ipv4.tcp\_base\_mss = 512 46

net.ipv4.tcp\_workaround\_signed\_windows = 0 46

net.ipv4.tcp\_slow\_start\_after\_idle = 1 47

net.ipv4.cipso\_cache\_enable = 1 47

net.ipv4.cipso\_cache\_bucket\_size = 10 47

net.ipv4.cipso\_rbm\_optfmt = 0 47

net.ipv4.cipso\_rbm\_strictvalid = 1 47

net.ipv4.tcp\_available\_congestion\_control = cubic reno 47

net.ipv4.tcp\_allowed\_congestion\_control = cubic reno 47

net.ipv4.udp\_mem = 1526880 2035840 3053760 48

net.ipv4.conf.all.forwarding = 0 48

net.ipv4.conf.all.mc\_forwarding = 0 48

net.ipv4.conf.all.accept\_redirects = 0 48

net.ipv4.conf.all.secure\_redirects = 1 48

net.ipv4.conf.all.shared\_media = 1 49

net.ipv4.conf.all.rp\_filter = 0 49

net.ipv4.conf.all.send\_redirects = 1 49

net.ipv4.conf.all.accept\_source\_route = 0 49

net.ipv4.conf.all.proxy\_arp = 0 49

net.ipv4.conf.all.medium\_id = 0 49

net.ipv4.conf.all.bootp\_relay = 0 50

net.ipv4.conf.all.log\_martians = 0 50

net.ipv4.conf.all.arp\_filter = 0 50

net.ipv4.conf.all.arp\_announce = 0 50

net.ipv4.conf.all.arp\_ignore = 0 51

net.ipv4.conf.all.arp\_accept = 0 51

net.ipv4.conf.all.arp\_notify = 0 51

net.ipv4.conf.all.proxy\_arp\_pvlan = 0 51

net.ipv4.conf.all.disable\_xfrm = 0 51

net.ipv4.conf.all.disable\_policy = 0 51

net.ipv4.conf.all.promote\_secondaries = 0 51

net.ipv4.conf.all.accept\_local = 0 52

net.ipv4.conf.default.forwarding = 0 52

net.ipv4.conf.default.mc\_forwarding = 0 52

net.ipv4.conf.default.accept\_redirects = 1 52

net.ipv4.conf.default.secure\_redirects = 1 52

net.ipv4.conf.default.shared\_media = 1 52

net.ipv4.conf.default.rp\_filter = 1 52

net.ipv4.conf.default.send\_redirects = 1 52

net.ipv4.conf.default.accept\_source\_route = 0 52

net.ipv4.conf.default.proxy\_arp = 0 53

net.ipv4.conf.default.medium\_id = 0 53

net.ipv4.conf.default.bootp\_relay = 0 53

net.ipv4.conf.default.log\_martians = 0 53

net.ipv4.conf.default.arp\_filter = 0 53

net.ipv4.conf.default.arp\_announce = 0 53

net.ipv4.conf.default.arp\_ignore = 0 53

net.ipv4.conf.default.arp\_accept = 0 53

net.ipv4.conf.default.arp\_notify = 0 54

net.ipv4.conf.default.proxy\_arp\_pvlan = 0 54

net.ipv4.conf.default.disable\_xfrm = 0 54

net.ipv4.conf.default.disable\_policy = 0 54

net.ipv4.conf.default.promote\_secondaries = 0 54

net.ipv4.conf.default.accept\_local = 0 54

net.ipv4.ip\_forward = 0 56

net.ipv4.ipfrag\_high\_thresh = 4194304 56

net.ipv4.ipfrag\_low\_thresh = 3145728 56

net.ipv4.ipfrag\_time = 30 56

net.ipv4.icmp\_echo\_ignore\_all = 0 57

net.ipv4.icmp\_echo\_ignore\_broadcasts = 1 57

net.ipv4.icmp\_ignore\_bogus\_error\_responses = 1 57

net.ipv4.icmp\_errors\_use\_inbound\_ifaddr = 0 57

net.ipv4.icmp\_ratelimit = 1000 57

net.ipv4.icmp\_ratemask = 6168 58

net.ipv4.ip\_no\_pmtu\_disc = 0 58

net.ipv4.ipfrag\_secret\_interval = 600 58

net.ipv4.ipfrag\_max\_dist = 64 58

net.ipv6.conf.all.forwarding = 0 60

net.ipv6.conf.all.hop\_limit = 64 60

net.ipv6.conf.all.mtu = 1280 60

net.ipv6.conf.all.accept\_ra = 1 60

net.ipv6.conf.all.accept\_redirects = 1 60

net.ipv6.conf.all.dad\_transmits = 1 60

net.ipv6.conf.all.router\_solicitations = 3 60

net.ipv6.conf.all.router\_solicitation\_interval = 4 60

net.ipv6.conf.all.router\_solicitation\_delay = 1 61

net.ipv6.conf.all.regen\_max\_retry = 5 61

net.ipv6.conf.all.max\_desync\_factor = 600 61

net.ipv6.conf.all.max\_addresses = 16 61

net.ipv6.conf.all.accept\_ra\_defrtr = 1 61

net.ipv6.conf.all.accept\_ra\_pinfo = 1 61

net.ipv6.conf.all.accept\_ra\_rtr\_pref = 1 61

net.ipv6.conf.all.router\_probe\_interval = 60 61

net.ipv6.conf.all.accept\_ra\_rt\_info\_max\_plen = 0 62

net.ipv6.conf.all.proxy\_ndp = 0 62

net.ipv6.conf.all.accept\_source\_route = 0 62

net.ipv6.conf.all.optimistic\_dad = 0 62

net.ipv6.conf.all.mc\_forwarding = 0 62

net.ipv6.conf.all.disable\_ipv6 = 0 62

net.ipv6.conf.all.accept\_dad = 1 62

net.ipv6.conf.default.accept\_source\_route = 0 63

net.ipv6.bindv6only = 0 66

net.unix.max\_dgram\_qlen = 10 66

8.sunrpc 66

sunrpc.tcp\_fin\_timeout = 15 66

9.vm-内存参数 66

vm.overcommit\_memory = 0 67

vm.panic\_on\_oom = 0 67

vm.oom\_kill\_allocating\_task = 0 67

vm.extfrag\_threshold = 500 67

vm.oom\_dump\_tasks = 1 67

vm.overcommit\_ratio = 50 67

vm.overcommit\_kbytes = 0 68

vm.page-cluster = 3 68

vm.dirty\_background\_ratio = 10 68

vm.dirty\_background\_bytes = 0 68

vm.dirty\_ratio = 20 68

vm.dirty\_bytes = 0 68

vm.dirty\_writeback\_centisecs = 500 68

vm.dirty\_expire\_centisecs = 3000 69

vm.nr\_pdflush\_threads = 0 69

vm.swappiness = 1 69

vm.nr\_hugepages = 0 69

vm.nr\_hugepages\_mempolicy = 0 69

vm.hugetlb\_shm\_group = 0 69

vm.hugepages\_treat\_as\_movable = 0 69

vm.nr\_overcommit\_hugepages = 0 69

vm.lowmem\_reserve\_ratio = 256 256 32 70

vm.drop\_caches = 0 70

vm.min\_free\_kbytes = 67584 70

vm.percpu\_pagelist\_fraction = 0 70

vm.max\_map\_count = 65530 70

vm.laptop\_mode = 0 70

vm.block\_dump = 0 70

vm.vfs\_cache\_pressure = 100 71

vm.legacy\_va\_layout = 0 71

vm.zone\_reclaim\_mode = 0 71

vm.min\_unmapped\_ratio = 1 71

vm.min\_slab\_ratio = 5 71

vm.stat\_interval = 1 71

vm.mmap\_min\_addr = 4096 72

vm.numa\_zonelist\_order = default 72

vm.memory\_failure\_early\_kill = 0 72

vm.memory\_failure\_recovery = 1 72

vm.admin\_reserve\_kbytes = 8192 72

# 说明
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![](data:image/png;base64,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)

注意:

1. 已经咨询过运维同事，不同账号下所获得的linux参数一致
2. 由于参数过多，并没有给每一天参数添加序号而是使用超链接方式进行跳转，若有遗漏或错误麻烦更新下
3. 各参数的数值代表的意思，千万不要根据经验来判断
4. 该文档中查找的资料结果，部分可能会因为版本问题有偏差或者遗漏，如有发现，请及时修改

# 正文

## 1.abi

abi.vsyscall32 = 1

## 2.crypto

crypto.fips\_enabled = 0

## 3.debug

debug.exception-trace = 1

debug.kprobes-optimization = 1

## 4.dev

dev.scsi.logging\_level = 0

dev.raid.speed\_limit\_min = 1000

dev.raid.speed\_limit\_max = 200000

dev.hpet.max-user-freq = 64

dev.mac\_hid.mouse\_button\_emulation = 0

dev.mac\_hid.mouse\_button2\_keycode = 97

dev.mac\_hid.mouse\_button3\_keycode = 100

dev.cdrom.info = CD-ROM information, Id: cdrom.c 3.20 2003/12/17

dev.cdrom.info =

dev.cdrom.info = drive name: sr0

dev.cdrom.info = drive speed: 1

dev.cdrom.info = drive # of slots: 1

dev.cdrom.info = Can close tray: 1

dev.cdrom.info = Can open tray: 1

dev.cdrom.info = Can lock tray: 1

dev.cdrom.info = Can change speed: 1

dev.cdrom.info = Can select disk: 0

dev.cdrom.info = Can read multisession: 1

dev.cdrom.info = Can read MCN: 1

dev.cdrom.info = Reports media changed: 1

dev.cdrom.info = Can play audio: 1

dev.cdrom.info = Can write CD-R: 1

dev.cdrom.info = Can write CD-RW: 1

dev.cdrom.info = Can read DVD: 1

dev.cdrom.info = Can write DVD-R: 1

dev.cdrom.info = Can write DVD-RAM: 1

dev.cdrom.info = Can read MRW: 1

dev.cdrom.info = Can write MRW: 1

dev.cdrom.info = Can write RAM: 1

dev.cdrom.info =

dev.cdrom.info =

dev.cdrom.autoclose = 1

dev.cdrom.autoeject = 0

dev.cdrom.debug = 0

dev.cdrom.lock = 1

dev.cdrom.check\_media = 0

## Fs-文件系统参数

已分配inode数，空闲inode数

### fs.inode-nr = 157067 55781

已分配inode数 空闲inode数 已超出系统最大inode值的数量，此时系统需要清除排查inode列表

### fs.inode-state = 157067 55781 0 0 0 0 0

系统中已分配的文件句柄数量，已分配但没有使用的文件句柄数量，最大的文件句柄号

### fs.file-nr = 3584 0 1618273

该参数决定了系统中所允许的文件句柄最大数目，文件句柄设置代表[linux](http://www.ttlsa.com/linux/" \o "linux" \t "http://www.ttlsa.com/linux/linux-kernel-tuning-section-parameter-description/_blank)系统中可以打开的文件的数量。

### fs.file-max = 1618273

一个进程最多能同时打开的句柄数

### fs.nr\_open = 1048576

保存目录缓存的状态，保存有六个值，只有前三个有效

nr\_dentry：当前已经分配的目录项数量  
nr\_unused：还没有使用的目录项数量  
age\_limit：当内存紧缺时，延迟多少秒后会回收目录项所占内存

### fs.dentry-state = 112240 99795 45 0 0 0

Linux的UID为32位，但有些文件系统只支持16位的UID，此时若进行写操作会出错；当UID超过65535时会自动被转换为一个固定值，这个固定值保存在这个文件中

### fs.overflowuid = 65534

Linux的GID为32位，但有些文件系统只支持16位的GID，此时若进行写操作会出错；当GID超过65535时会自动被转换为一个固定值，这个固定值保存在这个文件中

### fs.overflowgid = 65534

设置是否启用dnotify，已被inotify取代，因为dnotify 需要为每个打算监控是否发生改变的目录打开一个文件描述符。

当同时监控多个目录时，这会消耗大量的资源，因为有可能达到每个进程的文件描述符限制。并且不允许卸载（unmount）支持的设备

0：不使用

1：使用

### fs.dir-notify-enable = 1

是否启用文件的租借锁 1：启用 0：不启用

### fs.leases-enable = 1

当进程尝试打开一个被租借锁保护的文件时，该进程会被阻塞，同时，在一定时间内拥有该文件租借锁的进程会收到一个信号。收到信号之后，拥有该文件租借锁的进程会首先更新文件，从而保证了文件内容的一致性，接着，该进程释放这个租借锁。如果拥有租借锁的进程在一定的时间间隔内没有完成工作，内核就会自动删除这个租借锁或者将该锁进行降级，从而允许被阻塞的进程继续工作。此保存租借锁的超时时间(以秒为单位)

### fs.lease-break-time = 45

当前aio数

如果aio-nr达到aio-max-nr，则io\_setup将失败，并返回EAGAIN。

### fs.aio-nr = 0

可以同时拥有异步aio请求的最大数目

### fs.aio-max-nr = 65536

每个用户可以运行的inotifywait或inotifywatch命令的进程数

### fs.inotify.max\_user\_instances = 128

inotifywait或inotifywatch命令可以监视的文件数量(单进程)

### fs.inotify.max\_user\_watches = 8192

调用inotify\_init函数时分配给inotify队列的事件数目的最大值，

超出这个值得事件被丢弃，但会触发IN\_Q\_OVERFLOW事件

文件系统变化越频繁，这个值就应该越大

### fs.inotify.max\_queued\_events = 16384

IO复用epoll监听文件句柄的数量最大值

### fs.epoll.max\_user\_watches = 3335680

fs.suid\_dumpable = 0

设置binfmt\_misc开启  
0：禁止  
1：开启

### fs.binfmt\_misc.status = enabled

fs.quota.lookups = 16914

fs.quota.drops = 15387

fs.quota.reads = 147

fs.quota.writes = 288

fs.quota.cache\_hits = 16643

fs.quota.allocated\_dquots = 147

fs.quota.free\_dquots = 45

fs.quota.syncs = 17

fs.quota.warnings = 1

系统中允许的消息队列的最大数量

### fs.mqueue.queues\_max = 256

一个消息队列的最大消息数

### fs.mqueue.msg\_max = 10

消息队列中一个消息的最大大小(以字节为单位)

### fs.mqueue.msgsize\_max = 8192

POSIX的消息队列  
此文件保存一个消息队列中消息数量的默认值，如果此值超过msg\_max，则会被设置为msg\_max

### fs.mqueue.msg\_default = 10

消息队列中一个消息的默认大小(以字节为单位)

### fs.mqueue.msgsize\_default = 8192

参数设置服务器重新引导后客户机回收NFSv3锁和NFSv4锁所需的秒数。因此，grace\_period的值可控制NFSv3和NFSv4的锁定恢复的宽延期长度。

### fs.nfs.nlm\_grace\_period = 0

为NFS锁管理器指定默认超时时间，单位是秒。默认值是10秒。取值范围在[3-20]

### fs.nfs.nlm\_timeout = 10

为NFS锁管理器指定UDP端口

### fs.nfs.nlm\_udpport = 0

为NFS锁管理器指定TCP端口

### fs.nfs.nlm\_tcpport = 0

不知道

### fs.nfs.nsm\_use\_hostnames = 0

不知道

### fs.nfs.nsm\_local\_state = 0

设置NFSv4回复通道(callback channel)监听的TCP端口

### fs.nfs.nfs\_callback\_tcpport = 0

设置idmapper缓存项的最大寿命，单位是秒

### fs.nfs.idmap\_cache\_timeout = 600

不知道

### fs.nfs.nfs\_mountpoint\_timeout = 500

不知道

### fs.nfs.nfs\_congestion\_kb = 129216

## 6.Kernel-内核参数

表示在创建子进程的时候是否让子进程抢占父进程，即使父进程的vruntime小于子进程，这个会减少公平性，但是可以降低write\_on\_copy，具体要根据系统的应用情况来考量使用哪种方式

0:先父进程

1:先子进程

### kernel.sched\_child\_runs\_first = 0

表示进程最少运行时间，防止频繁的切换，对于交互系统（如桌面），该值可以设置得较小，这样可以保证交互得到更快的响应（见周期调度器的check\_preempt\_tick过程）

### kernel.sched\_min\_granularity\_ns = 4000000

表示一个运行队列所有进程运行一次的周期

当前这个与运行队列的进程数有关，如果进程数超过sched\_nr\_latency（这个变量不能通过/proc设置，它是由

(sysctl\_sched\_latency+ sysctl\_sched\_min\_granularity-1)/sysctl\_sched\_min\_granularity确定的）,

那么调度周期就是[sched\_min\_granularity\_ns](#_kernel.sched_min_granularity_ns = 4000000)\*运行队列里的进程数，与sysctl\_sched\_latency无关；否则队列进程数小于sched\_nr\_latency，运行周期就是sysctl\_sched\_latency。显然这个数越小，一个运行队列支持的sched\_nr\_latency越少，而且当sysctl\_sched\_min\_granularity越小时能支持的sched\_nr\_latency越多，那么每个进程在这个周期内能执行的时间也就越少，这也与上面sysctl\_sched\_min\_granularity变量的讨论一致。其实sched\_nr\_latency也可以当做我们cpu load的基准值，如果cpu的load大于这个值，那么说明cpu不够使用了

### kernel.sched\_latency\_ns = 20000000

进程被唤醒后至少应该运行的时间的基数，它只是用来判断某个进程是否应该抢占当前进程，并不代表它能够执行的最小时间（sysctl\_sched\_min\_granularity），如果这个数值越小，那么发生抢占的概率也就越高

### kernel.sched\_wakeup\_granularity\_ns = 4000000

当内核试图调整sched\_min\_granularity，sched\_latency和sched\_wakeup\_granularity这三个值的时候所使用的更新方法，0为不调整，1为按照cpu个数以2为底的对数值进行调整，2为按照cpu的个数进行线性比例的调整

### kernel.sched\_tunable\_scaling = 1

表示调度器支持的特性，如:

GENTLE\_FAIR\_SLEEPERS(平滑的补偿睡眠进程)

START\_DEBIT(新进程尽量的早调度)

WAKEUP\_PREEMPT(是否wakeup的进程可以去抢占当前运行的进程)等

所有的features见内核sech\_features.h文件的定义

### kernel.sched\_features = 3183

判断一个进程是否还是hot，如果进程的运行时间（now - p->se.exec\_start）小于它，那么内核认为它的code还在cache里，所以该进程还是hot，那么在迁移的时候就不会考虑它

### kernel.sched\_migration\_cost = 500000

在多CPU情况下进行负载均衡时，一次最多移动多少个进程到另一个CPU上

### kernel.sched\_nr\_migrate = 32

kernel.sched\_time\_avg = 1000

kernel.sched\_shares\_window = 10000000

不知道啊

### kernel.timer\_migration = 1

该参数与sched\_rt\_runtime\_us（下面那个）一起决定了实时进程在以sched\_rt\_period为周期的时间内，实时进程最多能够运行的总的时间不能超过sched\_rt\_runtime\_us

### kernel.sched\_rt\_period\_us = 1000000

该参数与sched\_rt\_period（上面那个）一起决定了实时进程在以sched\_rt\_period为周期的时间内，实时进程最多能够运行的总的时间不能超过sched\_rt\_runtime\_us

### kernel.sched\_rt\_runtime\_us = 950000

### kernel.sched\_compat\_yield = 0

用来指示round robin调度进程的间隔，这个间隔默认是100ms

### kernel.sched\_rr\_timeslice\_ms = 100

启用后，内核会创建任务组来优化桌面程序的调度。它将把占用大量资源的应用程序放在它们自己的任务组，这有助于性能提升  
0：禁止  
1：开启

### kernel.sched\_autogroup\_enabled = 0

不知道

### kernel.sched\_cfs\_bandwidth\_slice\_us = 5000

系统发生panic时内核重新引导之前的等待时间  
0：禁止重新引导  
>0：重新引导前的等待时间(秒)

### kernel.panic = 0

当系统发生oops或BUG时，所采取的措施  
0：继续运行  
1：让klog记录oops的输出，然后panic，若kernel.panic不为0，则等待后重新引导内核

### kernel.panic\_on\_oops = 1

0：只警告，不发生panic  
1：发生panic

### kernel.panic\_on\_warn = 0

kernel.exec-shield = 1

Core文件的文件名是否添加应用程序pid做为扩展  
 0：不添加  
 1：添加

### kernel.core\_uses\_pid = 1

设置core文件保存位置或文件名,只有文件名时，则保存在应用程序运行的目录下

### kernel.core\_pattern=/opt/applog/coredir/core-%e-%p-%h-%t

定义了可以有多少个并发的崩溃程序可以通过管道模式传递给指定的core信息收集程序。如果超过了指定数，则后续的程序将不会处理，只在内核日志中做记录。0是个特殊的值，当设置为0时，不限制并行捕捉崩溃的进程，但不会等待用户程序搜集完毕方才回收/proc/pid目录（就是说，崩溃程序的相关信息可能随时被回收，搜集的信息可能不全）

### kernel.core\_pipe\_limit = 0

1：加载非GPL module  
0：强制加载module

### kernel.tainted = 0

根文件系统所在的设备(写入格式是0x主设备号(16位)次设备号(16位)，例如0x801，主设备号是8，次设备号是1)，只有使用initrd.img此参数才有效

### kernel.real-root-dev = 0

不知道

### kernel.print-fatal-signals = 0

该值控制系统在接收到 ctrl+alt+delete 按键组合时如何反应：  
1：不捕获ctrl-alt-del，将系统类似于直接关闭电源  
0：捕获ctrl-alt-del，并将此信号传至cad\_pid保存的PID号进程进行处理

### kernel.ctrl-alt-del = 0

kernel.ftrace\_enabled = 1

kernel.stack\_tracer\_enabled = 0

确定是否将ftrace的缓冲区的信息打印出来，是通过printk来打印的  
0：不打印  
1：在系统oops时，自动dump堆栈信息到输出终端

### kernel.ftrace\_dump\_on\_oops = 0

该文件给出了当系统支持module时完成modprobe功能的程序的名字（包括路径）。

### kernel.modprobe = /sbin/modprobe

表示是否禁止内核运行时可加载模块  
0：不禁止  
1：禁止

### kernel.modules\_disabled = 0

表示kexec\_load系统调用是否被禁止，此系统调用用于kdump。当发生了一次kexec\_load后，此值会自动设置为1。  
0：开启kexec\_load系统调用  
1：禁止kexec\_load系统调用

### kernel.kexec\_load\_disabled = 0

该文件给出了当前系统支持热插拔(hotplug)时接收热插拔事件的程序的名字（包括路径）。

### kernel.hotplug =

acct功能用于系统记录进程信息，正常结束的进程都会在该文件尾添加对应的信息。异常结束是指重启或其它致命的系统问题，不能够记录永不停止的进程。该设置需要配置三个值，分别是：  
1.如果文件系统可用空间低于这个百分比值，则停止记录进程信息。  
2.如果文件系统可用空间高于这个百分比值，则开始记录进程信息。  
3.检查上面两个值的频率(以秒为单位)。

### kernel.acct = 4 2 30

该文件指定的值为非零，则激活键盘上的sysrq按键。

### kernel.sysrq = 0

系统中进程数量(包括线程)的最大值

### kernel.threads-max = 127246

熵池大小，一般是4096位，可以改成任何大小

### kernel.random.poolsize = 4096

此文件是个只读文件，给出了一个有效的熵(4096位)

### kernel.random.entropy\_avail = 193

该文件保存熵的长度，该长度用于唤醒因读取/dev/random设备而待机的进程(random设备的读缓冲区长度？)

### kernel.random.read\_wakeup\_threshold = 64

该文件保存熵的长度，该长度用于唤醒因写入/dev/random设备而待机的进程(random设备的写缓冲区长度？)

### kernel.random.write\_wakeup\_threshold = 128

此文件是个只读文件，包含了一个随机字符串，在系统启动的时候会自动生成这个uuid

### kernel.random.boot\_id=ad2889a9-2f17-4eb7-8b25-30e48c8a6451

此文件是个只读文件，包含了一个随机字符串，在random设备每次被读的时候生成

### kernel.random.uuid=48a82b76-296a-44a0-8adb-8f54de384356

Linux的GID为32位，但有些文件系统只支持16位的UID，此时若进行写操作会出错；当GID超过65535时会自动被转换为一个固定值，这个固定值保存在这个文件中

### kernel.overflowuid = 65534

目前查到的一个该配置说明，和上面那个作用一样，但是是为gid准备的

### kernel.overflowgid = 65534

进程pid的最大值

### kernel.pid\_max = 131072

该文件有四个数字值，它们根据日志记录消息的重要性，定义将其发送到何处。按顺序是：  
 1.控制台日志级别：优先级高于该值的消息将被打印至控制台  
 2.默认的消息日志级别：将用该优先级来打印没有优先级的消息  
 3.最低的控制台日志级别：控制台日志级别可被设置的最小值(最高优先级)  
 4.默认的控制台日志级别：控制台日志级别的缺省值  
数值越小，优先级越高，级别有(0~7)

### kernel.printk = 4 4 1 7

等待允许再次printk的时间(以秒为单位)，与printk\_ratelimit()函数有关

### kernel.printk\_ratelimit = 5

printk的缓存队列长度

每个printk为一个长度，比如此值为10，而有段代码是连续printk20次，系统的处理是先printk前10次，等待printk\_ratelimit秒后，再打印后面10次

### kernel.printk\_ratelimit\_burst = 10

printk 消息之间的延迟毫秒数

### kernel.printk\_delay = 0

限制哪些用户可以查看syslog日志  
0：不限制  
1：只有特权用户能够查看

### kernel.dmesg\_restrict = 0

是否启用kptr\_restrice，此功能为安全性功能，用于屏蔽内核指针。  
0：该特性被完全禁止;  
1：那些使用“%pk”打印出来的内核指针被隐藏(会以一长串0替换掉)，除非用户有CAP\_SYSLOG权限，并且没有改变他们的UID/GID(防止在撤销权限之前打开的文件泄露指针信息);  
2：所有内核指针使用“%pk”打印的都被隐藏。

### kernel.kptr\_restrict = 1

每个用户最大的组数

### kernel.ngroups\_max = 65536

系统capabilities最高支持的权限等级。

### kernel.cap\_last\_cap = 33

表示是否禁止softlockup模式和nmi\_watchdog(softlockup用于唤醒watchdog)  
0：禁止  
1：开启

### kernel.watchdog = 1

用于设置高精度定时器(hrtimer)、nmi事件、softlockup、hardlockup的阀值(以秒为单位)  
0：不设置阀值

### kernel.watchdog\_thresh = 60

设置产生softlockup时是否抛出一个panic。

Softlockup用于检测CPU可以响应中断，但是在长时间内不能调度（比如禁止抢占时间太长）的死锁情况。这个机制运行在一个hrtimer的中断上下文，每隔一段时间检测一下是否发生了调度，如果过长时间没发生调度，说明系统被死锁。  
0：不产生panic  
1：产生panic

### kernel.softlockup\_panic = 0

kernel.softlockup\_all\_cpu\_backtrace = 0

nmi\_watchdog  
0：禁止  
1：开启

### kernel.nmi\_watchdog = 1

kernel.unknown\_nmi\_panic = 0

kernel.panic\_on\_unrecovered\_nmi = 0

kernel.panic\_on\_io\_nmi = 0

kernel.bootloader\_type = 113

kernel.bootloader\_version = 1

kernel.kstack\_depth\_to\_print = 12

kernel.io\_delay\_type = 0

用于设置进程虚拟地址空间的随机化  
0：关闭进程虚拟地址空间随机化  
1：随机化进程虚拟地址空间中的mmap映射区的初始地址，栈空间的初始地址以及VDSO页的地址  
2：在1的基础上加上堆区的随机化  
(VDSO是用于兼容不同内核与glibc的接口的机制)

### kernel.randomize\_va\_space = 2

kernel.acpi\_video\_flags = 0

设置hung\_task发生后是否引发panic  
1：触发  
0：不触发

### kernel.hung\_task\_panic = 0

hung\_task检查的进程数量最大值  
hung\_task用于检测一个进程是否在TASK\_UNINTERRUPTIBLE状态过长，只有在等待IO的时候进程才会处于TASK\_UNINTERRUPTIBLE状态，这个状态的进程内核不能够通过信号将其唤醒并杀死。

### kernel.hung\_task\_check\_count = 4194304

hung\_task超时时间(以秒为单位)，当一个进程在TASK\_UNINTERRUPTIBLE状态超过这个时间后，会发生一个hung\_task  
linux会设置40%的可用内存用来做系统cache，当flush数据时这40%内存中的数据由于和IO同步问题导致超时。

### kernel.hung\_task\_timeout\_secs = 120

最大产生警告数量，当发生一次hung\_task时会产生一次警告，但警告数量到达此值后之后的hung\_task就不会发生警告

### kernel.hung\_task\_warnings = 10

待补充

### kernel.compat-log = 1

触发死锁检查的嵌套深度值

### kernel.max\_lock\_depth = 1024

执行关机命令的进程路径

### kernel.poweroff\_cmd = /sbin/poweroff

待补充

### \*\*kernel.keys.root\_maxkeys = 1000000

### \*\*kernel.keys.root\_maxbytes = 25000000

### \*\*kernel.keys.maxkeys = 20

### \*\*kernel.keys.maxbytes = 20000

### \*\*kernel.keys.gc\_delay = 300

这一个是生产服务器上没有的，额外补充的

### kernel.keys.persistent\_keyring\_expiry

kernel.slow-work.min-threads = 2

kernel.slow-work.max-threads = 128

kernel.slow-work.vslow-percentage = 50

用于限制访问性能计数器的权限  
0：仅允许访问用户空间的性能计数器  
1：内核与用户空间的性能计数器都可以访问  
2：仅允许访问特殊的CPU数据(不包括跟踪点)  
-1：不限制

### kernel.perf\_event\_paranoid = 1

设置非特权用户能够允许常驻内存的内存大小。默认为516(KB)

### kernel.perf\_event\_mlock\_kb = 516

设置perf\_event的最大取样速率，默认值为100000

### kernel.perf\_event\_max\_sample\_rate = 100000

接收Ctrl-alt-del操作的INT信号的进程的PID，结合[kernel.ctrl-alt-del](#_kernel.ctrl-alt-del = 0)进行参考

### kernel.cad\_pid

待补充

### kernel.blk\_iopoll = 1

kernel.sched\_domain.cpu0.domain0.min\_interval = 1

kernel.sched\_domain.cpu0.domain0.max\_interval = 4

kernel.sched\_domain.cpu0.domain0.busy\_idx = 2

kernel.sched\_domain.cpu0.domain0.idle\_idx = 1

kernel.sched\_domain.cpu0.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu0.domain0.wake\_idx = 0

kernel.sched\_domain.cpu0.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu0.domain0.busy\_factor = 64

kernel.sched\_domain.cpu0.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu0.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu0.domain0.flags = 4143

kernel.sched\_domain.cpu0.domain0.name = CPU

kernel.sched\_domain.cpu1.domain0.min\_interval = 1

kernel.sched\_domain.cpu1.domain0.max\_interval = 4

kernel.sched\_domain.cpu1.domain0.busy\_idx = 2

kernel.sched\_domain.cpu1.domain0.idle\_idx = 1

kernel.sched\_domain.cpu1.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu1.domain0.wake\_idx = 0

kernel.sched\_domain.cpu1.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu1.domain0.busy\_factor = 64

kernel.sched\_domain.cpu1.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu1.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu1.domain0.flags = 4143

kernel.sched\_domain.cpu1.domain0.name = CPU

kernel.sched\_domain.cpu2.domain0.min\_interval = 1

kernel.sched\_domain.cpu2.domain0.max\_interval = 4

kernel.sched\_domain.cpu2.domain0.busy\_idx = 2

kernel.sched\_domain.cpu2.domain0.idle\_idx = 1

kernel.sched\_domain.cpu2.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu2.domain0.wake\_idx = 0

kernel.sched\_domain.cpu2.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu2.domain0.busy\_factor = 64

kernel.sched\_domain.cpu2.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu2.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu2.domain0.flags = 4143

kernel.sched\_domain.cpu2.domain0.name = CPU

kernel.sched\_domain.cpu3.domain0.min\_interval = 1

kernel.sched\_domain.cpu3.domain0.max\_interval = 4

kernel.sched\_domain.cpu3.domain0.busy\_idx = 2

kernel.sched\_domain.cpu3.domain0.idle\_idx = 1

kernel.sched\_domain.cpu3.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu3.domain0.wake\_idx = 0

kernel.sched\_domain.cpu3.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu3.domain0.busy\_factor = 64

kernel.sched\_domain.cpu3.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu3.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu3.domain0.flags = 4143

kernel.sched\_domain.cpu3.domain0.name = CPU

kernel.sched\_domain.cpu4.domain0.min\_interval = 1

kernel.sched\_domain.cpu4.domain0.max\_interval = 4

kernel.sched\_domain.cpu4.domain0.busy\_idx = 2

kernel.sched\_domain.cpu4.domain0.idle\_idx = 1

kernel.sched\_domain.cpu4.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu4.domain0.wake\_idx = 0

kernel.sched\_domain.cpu4.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu4.domain0.busy\_factor = 64

kernel.sched\_domain.cpu4.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu4.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu4.domain0.flags = 4143

kernel.sched\_domain.cpu4.domain0.name = CPU

kernel.sched\_domain.cpu5.domain0.min\_interval = 1

kernel.sched\_domain.cpu5.domain0.max\_interval = 4

kernel.sched\_domain.cpu5.domain0.busy\_idx = 2

kernel.sched\_domain.cpu5.domain0.idle\_idx = 1

kernel.sched\_domain.cpu5.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu5.domain0.wake\_idx = 0

kernel.sched\_domain.cpu5.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu5.domain0.busy\_factor = 64

kernel.sched\_domain.cpu5.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu5.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu5.domain0.flags = 4143

kernel.sched\_domain.cpu5.domain0.name = CPU

kernel.sched\_domain.cpu6.domain0.min\_interval = 1

kernel.sched\_domain.cpu6.domain0.max\_interval = 4

kernel.sched\_domain.cpu6.domain0.busy\_idx = 2

kernel.sched\_domain.cpu6.domain0.idle\_idx = 1

kernel.sched\_domain.cpu6.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu6.domain0.wake\_idx = 0

kernel.sched\_domain.cpu6.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu6.domain0.busy\_factor = 64

kernel.sched\_domain.cpu6.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu6.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu6.domain0.flags = 4143

kernel.sched\_domain.cpu6.domain0.name = CPU

kernel.sched\_domain.cpu7.domain0.min\_interval = 1

kernel.sched\_domain.cpu7.domain0.max\_interval = 4

kernel.sched\_domain.cpu7.domain0.busy\_idx = 2

kernel.sched\_domain.cpu7.domain0.idle\_idx = 1

kernel.sched\_domain.cpu7.domain0.newidle\_idx = 0

kernel.sched\_domain.cpu7.domain0.wake\_idx = 0

kernel.sched\_domain.cpu7.domain0.forkexec\_idx = 0

kernel.sched\_domain.cpu7.domain0.busy\_factor = 64

kernel.sched\_domain.cpu7.domain0.imbalance\_pct = 125

kernel.sched\_domain.cpu7.domain0.cache\_nice\_tries = 1

kernel.sched\_domain.cpu7.domain0.flags = 4143

kernel.sched\_domain.cpu7.domain0.name = CPU

kernel.vsyscall64 = 1

系统类型

### kernel.ostype = Linux

内核版本号

### kernel.osrelease = 2.6.32-573.35.2.el6.x86\_64

版本号

### kernel.version = #1 SMP Mon Oct 24 14:14:01 EDT 2016

主机名(重启失效)

### kernel.hostname = vm-vmw51102-jbs

网络域名(重启失效)

### kernel.domainname = (none)

所能分配的PTY的最多个数(pty为虚拟终端，用于远程连接时)

### kernel.pty.max = 4096

当前分配的pty的个数

### kernel.pty.nr = 3

系统所允许的最大共享内存段的大小（byte）。

### kernel.shmmax = 68719476736

系统上可以使用的共享内存的总量（byte）

### kernel.shmall = 4294967296

整个系统共享内存段的最大数量。

### kernel.shmmni = 4096

强制SHM空间和一个进程联系在一起，所以可以通过杀死进程来释放内存  
0：不设置  
1：设置

### kernel.shm\_rmid\_forced = 0

消息队列中单个消息的最大字节数

### kernel.msgmax = 65536

系统中同时运行的消息队列的个数

### kernel.msgmni = 32768

单个消息队列中允许的最大字节长度(限制单个消息队列中所有消息包含的字节数之和)

### kernel.msgmnb = 65536

第一列，表示每个信号集中的最大信号量数目。

第二列，表示系统范围内的最大信号量总数目。

第三列，表示每个信号发生时的最大系统操作数目。

第四列，表示系统范围内的最大信号集总数目。

（第一列）\*（第四列）=（第二列）

### kernel.sem = 250 32000 32 128

系统自动设置同时运行的消息队列个数。  
0：不自动  
1：自动

### kernel.auto\_msgmni = 1

### 以下几个是生产服务器上没有（或当前账号无法查看的）

是否开启numa\_balancing？这块具体看代码

kernel.numa\_balancing

单个进程每次进行numa\_balancing扫描的间隔时间

kernel.numa\_balancing\_scan\_delay\_ms

每次扫描最多花费的时间

kernel.numa\_balancing\_scan\_period\_max\_ms

每次扫描最少花费的时间

kernel.numa\_balancing\_scan\_period\_min\_ms

一次扫描进程多少MB的虚拟地址空间内存

kernel.numa\_balancing\_scan\_size\_mb

kernel.numa\_balancing\_settle\_count

=====================================================================

perf分析工具最大能够占用CPU性能的百分比  
0：不限制  
1~100：百分比值

kernel.perf\_cpu\_time\_max\_percent

PPC专用，如果开启，则使用nap节能模式，关闭则使用doze节能模式  
0：关闭  
1：开启

kernel.powersave-nap

kernel.pty.reserve

====================================================================

判断该调度域是否已经均衡的一个基准值

kernel.sched\_domain.{CPUID}.{域ID}.imbalance\_pct

设置此CPU进行负载均衡的最长间隔时间，上一次做了负载均衡经过了这个时间一定要再进行一次

kernel.sched\_domain.{CPUID}.{域ID}.max\_interval

设置此CPU进行负载均衡的最小间隔时间，在上一次负载均衡到这个时间内都不能再进行负载均衡

kernel.sched\_domain.{CPUID}.{域ID}.min\_interva

kernel.sched\_shares\_window\_ns

kernel.sched\_time\_avg\_ms

## 7.net-网络参数

net.netfilter.nf\_log.0 = NONE

net.netfilter.nf\_log.1 = NONE

net.netfilter.nf\_log.2 = NONE

net.netfilter.nf\_log.3 = NONE

net.netfilter.nf\_log.4 = NONE

net.netfilter.nf\_log.5 = NONE

net.netfilter.nf\_log.6 = NONE

net.netfilter.nf\_log.7 = NONE

net.netfilter.nf\_log.8 = NONE

net.netfilter.nf\_log.9 = NONE

net.netfilter.nf\_log.10 = NONE

net.netfilter.nf\_log.11 = NONE

net.netfilter.nf\_log.12 = NONE

用来限制监听(LISTEN)队列最大数据包的数量，超过这个数量就会导致链接超时或者触发重传机制

全局参数

### net.core.somaxconn = 128

net.core.xfrm\_aevent\_etime = 10

net.core.xfrm\_aevent\_rseqth = 2

net.core.xfrm\_larval\_drop = 1

net.core.xfrm\_acq\_expires = 30

发送套接字缓存区大小的最大值

### net.core.wmem\_max = 124928

接收套接字缓存区大小的最大值

### net.core.rmem\_max = 124928

发送套接字缓存区大小的默认值

### net.core.wmem\_default = 124928

接收套接字缓存区大小的默认值（Byte）

### net.core.rmem\_default = 124928

每个CPU一次NAPI中断能够处理网络包数量的最大值

### net.core.dev\_weight = 64

当网卡接收数据包的速度大于内核处理的速度时，会有一个队列保存这些数据包。这个参数表示该队列的最大值

### net.core.netdev\_max\_backlog = 1000

net.core.netdev\_rss\_key = 00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00:00

设置每一个警告的度量值，缺省为5，**用来防止DOS攻击时设置为0**

### net.core.message\_cost = 5

设置每十秒写入多少次请求警告；**可以用来防止DOS攻击**

### net.core.message\_burst = 10

表示每个socket所允许的最大缓冲区的大小(byte)

### net.core.optmem\_max = 20480

net.core.rps\_sock\_flow\_entries = 0

默认对网络设备进行poll和select操作的超时时间(us)，具体数值最好以sockets数量而定

### net.core.busy\_poll = 0

默认读取在设备帧队列上数据帧的超时时间(us)，推荐值：50

### net.core.busy\_read = 0

每次软中断处理的网络包个数

### net.core.netdev\_budget = 300

目前查到的资料，该参数已经不再使用

### net.core.warnings = 1

路由hash table的大小，当cache中的路由条数超过此值时，开始垃圾回收.

### net.ipv4.route.gc\_thresh = 524288

路由高速缓存的最大项数，超过会进行清除旧项操作.

### net.ipv4.route.max\_size = 8388608

**被net.ipv4.route.gc\_min\_interval\_ms取代**

### net.ipv4.route.gc\_min\_interval = 0

路由表垃圾回收的最小间隔(ms)

### net.ipv4.route.gc\_min\_interval\_ms = 500

设置一个路由表项的过期时长(秒).

### net.ipv4.route.gc\_timeout = 300

路由表垃圾回收的间隔(秒)

### net.ipv4.route.gc\_interval = 60

决定是否要向特定主机发送更多的ICMP重定向的时间因子.一旦达到load时间或number个数就不再发送.

### net.ipv4.route.redirect\_load = 20

决定是否要向特定主机发送更多的ICMP重定向的数量因子.一旦达到load时间或number个数就不再发送.

（和上面的文件一起决定）

### net.ipv4.route.redirect\_number = 9

重定向的超时.经过这么长时间后,重定向会重发,而不管是否已经因为超过load或者number限制而停止.

### net.ipv4.route.redirect\_silence = 20480

这个参数和error\_burst（下面）一起用于限制有多少个icmp不可达消息被发送.当数据包不能到达下一跳时会发送icmp不可达数据包.  
当一些主机忽略我们的icmp重定向消息时也会打印一些错误信息到dmesg.这个选项也控制打印的次数.  
error\_cost值越大，那么icmp不可达和写错误信息的频率就越低.(单位 秒)

### net.ipv4.route.error\_cost = 1000

这个参数和error\_cast（上面）一起用于限制有多少个icmp不可达消息被发送.当数据包不能到达下一跳时会发送icmp不可达数据包.  
当一些主机忽略我们的icmp重定向消息时也会打印一些错误信息到dmesg.这个选项也控制打印的次数.(单位 秒)

### net.ipv4.route.error\_burst = 5000

用来控制路由缓存垃圾回收机制的频率和行为

当路由表一个hash项的长度超过此值时，会进行缓存缩减,当路由缓存项长度超过  
ip\_rt\_gc\_elasticity << rt\_hash\_log(表示路由高速缓存hash table的容量以2为对数所得的值) 时会进行强烈的回收.

### net.ipv4.route.gc\_elasticity = 8

该文件表示PMTU信息缓存多长时间（秒）。

### net.ipv4.route.mtu\_expires = 600

该文件表示最小路径MTU的大小。

### net.ipv4.route.min\_pmtu = 552

该文件表示最小的MSS（Maximum Segment Size）大小，取决于第一跳的路由器MTU。(以字节为单位)

### net.ipv4.route.min\_adv\_mss = 256

net.ipv4.route.secret\_interval = 600

在把记录标记为不可达之前， 用多播/广播方式解析地址的最大次数.

### net.ipv4.neigh.default.mcast\_solicit = 3

arp请求最多发送次数

### net.ipv4.neigh.default.ucast\_solicit = 3

在使用多播探测前，通过netlink发送到用户空间arp守护程序的最大探测数

### net.ipv4.neigh.default.app\_solicit = 0

重发一个arp请求前的等待的秒数

### net.ipv4.neigh.default.retrans\_time = 99

重发一个arp请求前的等待的毫秒数

### net.ipv4.neigh.default.retrans\_time\_ms = 1000

一旦发现相邻记录，至少在一段介于 base\_reachable\_time/2和3\*base\_reachable\_time/2之间的随机时间内，该记录是有效的.  
如果收到上层协议的肯定反馈， 那么记录的有效期将延长.(单位 秒)

### net.ipv4.neigh.default.base\_reachable\_time = 30

一旦发现相邻记录，至少在一段介于 base\_reachable\_time/2和3\*base\_reachable\_time/2之间的随机时间内，该记录是有效的.  
如果收到上层协议的肯定反馈， 那么记录的有效期将延长.(单位 毫秒)

### net.ipv4.neigh.default.base\_reachable\_time\_ms=30000

发现某个相邻层记录无效后，发出第一个探测要等待的时间。(单位 秒)

### net.ipv4.neigh.default.delay\_first\_probe\_time = 5

决定检查一次相邻层记录的有效性的周期.

当相邻层记录失效时，将在给它发送数据前，再解析一次.(单位 秒)

### net.ipv4.neigh.default.gc\_stale\_time = 60

最大挂起arp请求的数量，这些请求都正在被解析中

### net.ipv4.neigh.default.unres\_qlen = 3

能放入代理 ARP 地址队列的数据包最大数目.

### net.ipv4.neigh.default.proxy\_qlen = 64

对相邻请求信息的回复的最大延迟时间(单位 秒)

### net.ipv4.neigh.default.anycast\_delay = 99

当接收到有一个arp请求时，在回应前可以延迟的时间，这个请求是要得到一个已知代理arp项的地址.(单位 百毫秒)

### net.ipv4.neigh.default.proxy\_delay = 79

防止相邻记录被过度频繁刷新，引起抖动，只有距邻居上次刷新时间超过这时才允许被再次刷新.(单位 秒)

### net.ipv4.neigh.default.locktime = 99

垃圾收集器收集相邻层记录和无用记录的运行周期(单位 秒)

### net.ipv4.neigh.default.gc\_interval = 30

存在于ARP高速缓存中的最少个数，如果少于这个数，垃圾收集器将不会运行

### net.ipv4.neigh.default.gc\_thresh1 = 128

保存在 ARP 高速缓存中的最多的记录软限制. 垃圾收集器在开始收集前，允许记录数超过这个数字，在创建新表项时如果发现5秒没有刷新过，那么进行强制回收

### net.ipv4.neigh.default.gc\_thresh2 = 512

保存在 ARP 高速缓存中的最多记录的硬限制， 一旦高速缓存中的数目高于此， 垃圾收集器将马上运行

### net.ipv4.neigh.default.gc\_thresh3 = 1024

net.ipv4.neigh.lo.mcast\_solicit = 3

net.ipv4.neigh.lo.ucast\_solicit = 3

net.ipv4.neigh.lo.app\_solicit = 0

net.ipv4.neigh.lo.retrans\_time = 99

net.ipv4.neigh.lo.base\_reachable\_time = 30

net.ipv4.neigh.lo.delay\_first\_probe\_time = 5

net.ipv4.neigh.lo.gc\_stale\_time = 60

net.ipv4.neigh.lo.unres\_qlen = 3

net.ipv4.neigh.lo.proxy\_qlen = 64

net.ipv4.neigh.lo.anycast\_delay = 99

net.ipv4.neigh.lo.proxy\_delay = 79

net.ipv4.neigh.lo.locktime = 99

net.ipv4.neigh.lo.retrans\_time\_ms = 1000

net.ipv4.neigh.lo.base\_reachable\_time\_ms = 30000

net.ipv4.neigh.eth0.mcast\_solicit = 3

net.ipv4.neigh.eth0.ucast\_solicit = 3

net.ipv4.neigh.eth0.app\_solicit = 0

net.ipv4.neigh.eth0.retrans\_time = 99

net.ipv4.neigh.eth0.base\_reachable\_time = 30

net.ipv4.neigh.eth0.delay\_first\_probe\_time = 5

net.ipv4.neigh.eth0.gc\_stale\_time = 60

net.ipv4.neigh.eth0.unres\_qlen = 3

net.ipv4.neigh.eth0.proxy\_qlen = 64

net.ipv4.neigh.eth0.anycast\_delay = 99

net.ipv4.neigh.eth0.proxy\_delay = 79

net.ipv4.neigh.eth0.locktime = 99

net.ipv4.neigh.eth0.retrans\_time\_ms = 1000

net.ipv4.neigh.eth0.base\_reachable\_time\_ms = 30000

net.ipv4.neigh.eth1.mcast\_solicit = 3

net.ipv4.neigh.eth1.ucast\_solicit = 3

net.ipv4.neigh.eth1.app\_solicit = 0

net.ipv4.neigh.eth1.retrans\_time = 99

net.ipv4.neigh.eth1.base\_reachable\_time = 30

net.ipv4.neigh.eth1.delay\_first\_probe\_time = 5

net.ipv4.neigh.eth1.gc\_stale\_time = 60

net.ipv4.neigh.eth1.unres\_qlen = 3

net.ipv4.neigh.eth1.proxy\_qlen = 64

net.ipv4.neigh.eth1.anycast\_delay = 99

net.ipv4.neigh.eth1.proxy\_delay = 79

net.ipv4.neigh.eth1.locktime = 99

net.ipv4.neigh.eth1.retrans\_time\_ms = 1000

net.ipv4.neigh.eth1.base\_reachable\_time\_ms = 30000

Timestamps 用在其它一些东西中﹐可以防范那些伪造的 sequence 号码。

一条1G的宽带线路或许会重遇到带 out-of-line数值的旧sequence 号码(假如它是由于上次产生的)。Timestamp 会让它知道这是个 '旧封包'。(该文件表示是否启用以一种比超时重发更精确的方法（RFC 1323）来启用对 RTT 的计算；为了实现更好的性能应该启用这个选项。)

### net.ipv4.tcp\_timestamps = 1

该文件表示设置tcp/ip会话的滑动窗口大小是否可变。参数值为布尔值，为1时表示可变，为0时表示不可变。tcp/ip通常使用的窗口最大可达到 65535 字节，对于高速网络，该值可能太小，这时候如果启用了该功能，可以使tcp/ip滑动窗口大小增大数个数量级，从而提高数据传输的能力(RFC 1323)。（对普通地百M网络而言，关闭会降低开销，所以如果不是高速网络，可以考虑设置为0）

### net.ipv4.tcp\_window\_scaling = 1

使用 Selective ACK﹐它可以用来查找特定的遗失的数据报，因此有助于快速恢复状态。

该文件表示是否启用有选择的应答（Selective Acknowledgment），这可以通过有选择地应答乱序接收到的报文来提高性能（这样可以让发送者只发送丢失的报文段）。(对于广域网通信来说这个选项应该启用，但是这会增加对 CPU 的占用。)

### net.ipv4.tcp\_sack = 1

对于某些有bug的打印机提供针对其bug的兼容性。(一般不需要这个支持,可以关闭它)

### net.ipv4.tcp\_retrans\_collapse = 1

该文件表示一个数据报的生存周期（Time To Live），即最多经过多少路由器

### net.ipv4.ip\_default\_ttl = 64

允许进程绑定到非本地地址  
0：禁止  
1：允许

### net.ipv4.ip\_nonlocal\_bind = 0

表示在内核放弃建立连接之前发送SYN包的数量

不应该大于255，默认值是5，对应于180秒左右时间。(对于大负载而物理通信良好的网络而言,这个值偏高,可修改为2.这个值仅仅是针对对外的连接,对进来的连接,是由[tcp\_retries1](#_net.ipv4.tcp_retries1 = 3) 决定的)

### net.ipv4.tcp\_syn\_retries = 5

表示系统允许SYN连接的重试次数。为了打开对端的连接，内核需要发送一个SYN并附带一个回应前面一个SYN的ACK包。也就是所谓三次握手中的第二次握手。这个设置决定了内核放弃连接之前发送SYN+ACK包的数量。

对于远端的连接请求SYN，内核会发送SYN ＋ ACK数据报，以确认收到上一个 SYN连接请求包。这是所谓的三次握手( threeway handshake)机制的第二个步骤。这里决定内核在放弃连接之前所送出的 SYN+ACK 数目。不应该大于255，默认值是5，对应于180秒左右时间。(可以根据上面的tcp\_syn\_retries来决定这个值)

（两种解释表达意思一样，不明白的可以结合起来看）

### net.ipv4.tcp\_synack\_retries = 5

缺省值是8192  
系统所能处理不属于任何进程的TCP sockets最大数量。假如超过这个数量﹐那么不属于任何进程的连接会被立即reset，并同时显示警告信息。之所以要设定这个限制﹐纯粹为了抵御那些简单的 DoS 攻击﹐千万不要依赖这个或是人为的降低这个限制(这个值Redhat AS版本中设置为32768,但是很多防火墙修改的时候,建议该值修改为2000)

### net.ipv4.tcp\_max\_orphans = 262144

拨号上网大部分都是使用动态IP地址，我们不知道远程拨号服务器的IP地址是多少，也不可能知道它会给电脑分配什么IP地址  
0：使用静态IP  
1：使用动态IP地址

### net.ipv4.ip\_dynaddr = 0

表示当keepalive启用时，TCP发送keepalive消息的频度。默认是2小时，若将其设置得小一些，可以更快地清理无效的连接。

### net.ipv4.tcp\_keepalive\_time = 7200

在认定连接失效之前，发送多少个TCP的keepalive探测包。系统默认值是9。这个值乘以tcp\_keepalive\_intvl之后决定了，一个连接发送了keepalive探测包之后可以有多少时间没有回应

### net.ipv4.tcp\_keepalive\_probes = 9

与net.ipv4.tcp\_keepalive\_probes一同使用

探测消息未获得响应时，重发该消息的间隔时间（秒）。系统默认75秒

### net.ipv4.tcp\_keepalive\_intvl = 75

放弃回应一个TCP连接请求前﹐需要进行多少次重试。RFC 规定最低的数值是3﹐这也是默认值﹐根据RTO的值大约在3秒 - 8分钟之间。(注意:这个值同时还决定进入的syn连接)

### net.ipv4.tcp\_retries1 = 3

在丢弃激活(已建立通讯状况)的TCP连接之前﹐需要进行多少次重试。默认值为15，根据RTO的值来决定，相当于13-30分钟(RFC1122规定，必须大于100秒).、

### net.ipv4.tcp\_retries2 = 15

减少处于FIN-WAIT-2连接状态的时间，使系统可以处理更多的连接

### net.ipv4.tcp\_fin\_timeout = 60

当出现SYN等待队列溢出时，启用cookies来处理，可防范SYN flood攻击，默认为0，表示关闭

只有在内核编译时选择了CONFIG\_SYNCOOKIES时才会发生作用

**注意：该选项千万不能用于那些没有收到攻击的高负载服务器，如果在日志中出现synflood消息，但是调查发现没有收到synflood攻击，而是合法用户的连接负载过高的原因，你应该调整其它参数来提高服务器性能，参考:**

**tcp\_max\_syn\_backlog  
tcp\_synack\_retries  
tcp\_abort\_on\_overflow**

**syncookie严重的违背TCP协议，不允许使用TCP扩展，可能对某些服务导致严重的性能影响(如SMTP转发)**

**(注意,该实现与BSD上面使用的tcp proxy一样,是违反了RFC中关于tcp连接的三次握手实现的,但是对于防御syn-flood的确很有用.)**

### net.ipv4.tcp\_syncookies = 1

1. 表示系统同时保持TIME\_WAIT套接字的最大数量。如果超过此数，TIME\_WAIT套接字会被立刻清除并且打印警告信息。之所以要设定这个限制，纯粹为了抵御那些简单的DoS攻击，不过，过多的TIME\_WAIT套接字也会消耗服务器资源，甚至死机。
2. 默认值是180000

### net.ipv4.tcp\_max\_tw\_buckets = 262144

以下两参数可解决生产场景中大量连接的服务器中TIME\_WAIT过多问题。

表示开启TCP连接中TIME\_WAIT套接字的快速回收，默认为0，表示关闭

**除非得到技术专家的建议或要求﹐请不要随意修改这个值**

### net.ipv4.tcp\_tw\_recycle = 0

表示允许重用TIME\_WAIT状态的套接字用于新的TCP连接,默认为0，表示关闭。

(这个对快速重启动某些服务,而启动后提示端口已经被使用的情形非常有帮助，**但是，别乱动**)

### net.ipv4.tcp\_tw\_reuse = 0

缺省值是0  
当守护进程太忙而不能接受新的连接，就象对方发送reset消息，默认值是false。

这意味着当溢出的原因是因为一个偶然的猝发，那么连接将恢复状态。

**只有在你确信守护进程真的不能完成连接请求时才打开该选项，该选项会影响客户的使用。**(对待已经满载的sendmail,apache这类服务的时候,这个可以很快让客户端终止连接,可以给予服务程序处理已有连接的缓冲机会,所以很多防火墙上推荐打开它)

0：关闭  
1：开启

### net.ipv4.tcp\_abort\_on\_overflow = 0

默认值为0  
使用 TCP urg pointer 字段中的主机请求解释功能。

### net.ipv4.tcp\_stdurg = 0

缺省值为0  
这个开关可以启动对于在RFC1337中描述的"tcp 的time-wait暗杀危机"问题的修复。启用后，内核将丢弃那些发往time-wait状态TCP套接字的RST 包.

### net.ipv4.tcp\_rfc1337 = 0

表示那些尚未收到客户端确认信息的连接（SYN消息）队列的长度，默认为1024，加大队列长度为262144，可以容纳更多等待连接的网络连接数。

### net.ipv4.tcp\_max\_syn\_backlog = 2048

表示允许系统打开的端口范围

tcp初始化时会修改此值

### net.ipv4.ip\_local\_port\_range = 32768 60999

net.ipv4.ip\_local\_reserved\_ports =

限制加入一个多播组的最大成员数.

### net.ipv4.igmp\_max\_memberships = 20

限制多播源地址过滤数量.

### net.ipv4.igmp\_max\_msf = 10

INET对端存储器某个合适值，当超过该阀值条目将被丢弃。

该阀值同样决定生存时间以及废物收集通过的时间间隔。条目越多，存活期越低，GC 间隔越短

### net.ipv4.inet\_peer\_threshold = 65664

条目的最低存活期。

在重组端必须要有足够的碎片(fragment)存活期。这个最低存活期必须保证缓冲池容积是否少于 inet\_peer\_threshold。该值以 jiffies为单位测量。

### net.ipv4.inet\_peer\_minttl = 120

条目的最大存活期。

在此期限到达之后，如果缓冲池没有耗尽压力的话(例如：缓冲池中的条目数目非常少)，不使用的条目将会超时。该值以 jiffies为单位测量

### net.ipv4.inet\_peer\_maxttl = 600

net.ipv4.inet\_peer\_gc\_mintime = 10

net.ipv4.inet\_peer\_gc\_maxtime = 120

在近端丢弃TCP连接之前﹐要进行多少次重试。默认值是7﹐相当于 50秒 - 16分钟﹐视 RTO 而定。

如果您的系统是负载很大的web服务器﹐那么也许需要降低该值﹐这类 sockets 可能会耗费大量的资源。

### net.ipv4.tcp\_orphan\_retries = 0

缺省值为1  
打开FACK拥塞避免和快速重传功能（当[tcp\_sack](#_net.ipv4.tcp_sack = 1)设置为0的时候，这个值即使设置为1也无效）

### net.ipv4.tcp\_fack = 1

默认值是3  
TCP流中重排序的数据报最大数量 。 (一般有看到推荐把这个数值略微调整大一些,比如5)

### net.ipv4.tcp\_reordering = 3

缺省值为0  
打开TCP的直接拥塞通告功能。

0：禁止  
1：启用

### net.ipv4.tcp\_ecn = 2

缺省值为1  
允许TCP发送"两个完全相同"的SACK。

0：禁止  
1：启用

### net.ipv4.tcp\_dsack = 1

确定TCP栈应该如何反映内存使用，每个值的单位都是内存页（通常是4KB）。

第一个值是内存使用的下限；low模式

当TCP使用了低于该值的内存页面数时，TCP不会考虑释放内存

(理想情况下，这个值应与指定给 tcp\_wmem 的第 2 个值相匹配 - 这第 2 个值表明，最大页面大小乘以最大并发请求数除以页大小 (131072 \* 300 / 4096)。 )

第二个值是内存压力模式开始对缓冲区使用应用压力的上限；pressure模式

当TCP使用了超过该值的内存页面数量时，TCP试图稳定其内存使用，进入pressure模式，当内存消耗低于low值时则退出pressure状态

(理想情况下这个值应该是 TCP 可以使用的总缓冲区大小的最大值 (204800 \* 300 / 4096)。 )

第三个值是内存使用的上限。High模式

允许所有tcp sockets用于排队缓冲数据报的页面量

如果超过这个值，TCP 连接将被拒绝，这就是为什么不要令其过于保守 (512000 \* 300 / 4096) 的原因了。 在这种情况下，提供的价值很大，它能处理很多连接，是所预期的 2.5 倍；或者使现有连接能够传输 2.5 倍的数据。

第一个值为1526880\*4/1024/1024=5.8G，第二个值为2035840\*4/1024/1024=7.76G，第三个值为3053760\*4/1024/1024=11.6G

### net.ipv4.tcp\_mem = 1526880 2035840 3053760

min：为TCP socket预留用于**发送**缓冲的内存最小值。每个tcp socket都可以在建议以后都可以使用它。默认值为4096(4K)。  
default：为TCP socket预留用于**发送**缓冲的内存数量，默认情况下该值会影响其它协议使用的net.core.wmem\_default 值，一般要低于net.core.wmem\_default的值。默认值为16384(16K)。  
max: 用于TCP socket**发送**缓冲的内存最大值。该值不会影响net.core.wmem\_max，"静态"选择参数SO\_SNDBUF则不受该值影响。默认值为131072(128K)。（**对于服务器而言，增加这个参数的值对于发送数据很有帮助**）

### net.ipv4.tcp\_wmem = 4096 16384 4194304

min：为TCP socket预留用于**接收**缓冲的内存数量，即使在内存出现紧张情况下tcp socket都至少会有这么多数量的内存用于接收缓冲，默认值为8K。  
default：为TCP socket预留用于**接收**缓冲的内存数量，默认情况下该值影响其它协议使用的net.core.wmem\_default 值。该值决定了在tcp\_adv\_win\_scale、tcp\_app\_win和tcp\_app\_win=0默认值情况下，TCP窗口大小为65535。默认值为87380  
max：用于TCP socket**接收**缓冲的内存最大值。该值不会影响 net.core.wmem\_max，"静态"选择参数 SO\_SNDBUF则不受该值影响。默认值为 128K。默认值为87380\*2 bytes。（可以看出，.max的设置最好是default的两倍,对于NAT来说主要该增加它）

### net.ipv4.tcp\_rmem = 4096 87380 4194304

默认值是31  
保留max(window/2^tcp\_app\_win, mss)数量的窗口由于应用缓冲。当为0时表示不需要缓冲。

### net.ipv4.tcp\_app\_win = 31

默认值为2  
计算缓冲开销

bytes/2^tcp\_adv\_win\_scale:(如果tcp\_adv\_win\_scale > 0) OR

bytes-bytes/2^(-tcp\_adv\_win\_scale)(如果tcp\_adv\_win\_scale <= 0）。

### net.ipv4.tcp\_adv\_win\_scale = 2

net.ipv4.tcp\_frto = 2

net.ipv4.tcp\_frto\_response = 0

缺省值为0  
允许 TCP/IP 栈适应在高吞吐量情况下低延时的情况；这个选项一般情形是的禁用。

### net.ipv4.tcp\_low\_latency = 0

开启的话，tcp会在连接关闭时也就是LAST\_ACK状态保存各种连接信息到路由缓存中，新建立的连接可以使用这些条件来初始化.。

通常这会增加总体的系统性能，但是有些时候也会引起性能下降.  
0：关闭  
1：开启

### net.ipv4.tcp\_no\_metrics\_save = 0

接收数据时是否调整接收缓存  
0：不调整  
1：调整

### net.ipv4.tcp\_moderate\_rcvbuf = 1

控制根据拥塞窗口的百分比，是否来发送相应的延迟tso frame  
0：关闭  
>0：值越大表示tso frame延迟发送可能越小.

### net.ipv4.tcp\_tso\_win\_divisor = 3

当前正在使用的拥塞控制算法.

### net.ipv4.tcp\_congestion\_control = cubic

net.ipv4.tcp\_abc = 0

是否开启tcp层路径mtu发现，自动调整tcp窗口等信  
0：关闭  
1：开启

### net.ipv4.tcp\_mtu\_probing = 0

tcp探察路径上mtu的最低边界限制, mss+TCP头部+TCP选项+IP头＋IP选项.

### net.ipv4.tcp\_base\_mss = 512

0：假定远程连接端正常发送了窗口收缩选项，即使对端没有发送.  
1：假定远程连接端有错误,没有发送相关的窗口缩放选项

### net.ipv4.tcp\_workaround\_signed\_windows = 0

net.ipv4.tcp\_challenge\_ack\_limit = 1000

net.ipv4.tcp\_limit\_output\_bytes = 262144

net.ipv4.tcp\_dma\_copybreak = 4096

如果设置满足RFC2861定义的行为，在从新开始计算拥塞窗口前延迟一些时间，这延迟的时间长度由当前rto决定.  
0：关闭  
1：开启

### net.ipv4.tcp\_slow\_start\_after\_idle = 1

是否启用cipso缓存。  
0：不启用  
1：启用

### net.ipv4.cipso\_cache\_enable = 1

限制cipso缓存项的数量，如果在缓存中新添加一行超出了这个限制，那么最旧的缓存项会被丢弃以释放出空间。

### net.ipv4.cipso\_cache\_bucket\_size = 10

是否开启cipso标志优化选项，如果开启，数据包中标志将会在32bit对齐  
0：关闭  
1：开启

### net.ipv4.cipso\_rbm\_optfmt = 0

是否开启cipso选项的严格检测  
0：不开启  
1：开启

### net.ipv4.cipso\_rbm\_strictvalid = 1

列出了tcp目前可以使用的拥塞控制算法

### net.ipv4.tcp\_available\_congestion\_control = cubic reno

列出了tcp目前允许使用的拥塞控制算法，只能在下面可用的算法中选择

### net.ipv4.tcp\_allowed\_congestion\_control = cubic reno

net.ipv4.tcp\_max\_ssthresh = 0

net.ipv4.tcp\_thin\_linear\_timeouts = 0

net.ipv4.tcp\_thin\_dupack = 0

net.ipv4.tcp\_min\_tso\_segs = 2

low：当UDP使用了低于该值的内存页面数时，UDP不会考虑释放内存。  
presure：当UDP使用了超过该值的内存页面数量时，UDP试图稳定其内存使用，进入pressure模式，当内存消耗低于low值时则退出pressure状态。  
high：允许所有UDP sockets用于排队缓冲数据报的页面量。

### net.ipv4.udp\_mem = 1526880 2035840 3053760

net.ipv4.udp\_rmem\_min = 4096

net.ipv4.udp\_wmem\_min = 4096

在该接口打开转发功能  
0：禁止  
1：允许

### net.ipv4.conf.all.forwarding = 0

是否进行多播路由。**只有内核编译有CONFIG\_MROUTE并且有路由服务程序在运行**该参数才有效。  
0：禁止  
1：允许

### net.ipv4.conf.all.mc\_forwarding = 0

收发接收ICMP重定向消息。对于主机来说默认为True，对于用作路由器时默认值为False  
0：禁止  
1：允许

### net.ipv4.conf.all.accept\_redirects = 0

仅仅接收发给默认网关列表中网关的ICMP重定向消息  
0：禁止  
1：允许

### net.ipv4.conf.all.secure\_redirects = 1

发送或接收RFC1620 共享媒体重定向。会覆盖ip\_secure\_redirects的值。  
0：禁止  
1：允许

### net.ipv4.conf.all.shared\_media = 1

1：通过反向路径回溯进行源地址验证(在RFC1812中定义)。对于单穴主机和stub网络路由器推荐使用该选项。  
0：不通过反向路径回溯进行源地址验证。

### net.ipv4.conf.all.rp\_filter = 0

允许发送重定向消息。**(路由使用)**  
0：禁止  
1：允许

### net.ipv4.conf.all.send\_redirects = 1

接收带有SRR选项的数据报。主机设为0，路由设为1

### net.ipv4.conf.all.accept\_source\_route = 0

net.ipv4.conf.all.src\_valid\_mark = 0

打开arp代理功能。  
0：禁止  
1：允许

### net.ipv4.conf.all.proxy\_arp = 0

通常,这个参数用来区分不同媒介.两个网络设备可以使用不同的值,使他们只有其中之一接收到广播包.通常,这个参数被用来配合proxy\_arp（上面）实现roxy\_arp的特性即是允许arp报文在两个不同的网络介质中转发.  
0：表示各个网络介质接受他们自己介质上的媒介  
-1：表示该媒介未知。

### net.ipv4.conf.all.medium\_id = 0

接收源地址为0.a.b.c，目的地址不是本机的数据包，是为了支持bootp服务  
0：关闭  
1：开启

### net.ipv4.conf.all.bootp\_relay = 0

记录带有不允许的地址的数据报到内核日志中。  
0：禁止  
1：允许

### net.ipv4.conf.all.log\_martians = 0

net.ipv4.conf.all.tag = 0

0：内核设置每个网络接口各自应答其地址上的arp询问。

这项看似会错误的设置却经常能非常有效，因为它增加了成功通讯的机会。在Linux主机上，每个IP地址是网络接口独立的，而非一个复合的接口。只有**在一些特殊的设置的时候，比如负载均衡的时候会带来麻烦。**1：允许多个网络介质位于同一子网段内，每个网络界面依据是否内核指派路由该数据包经过此接口来确认是否回答ARP查询(这个实现是由来源地址确定路由的时候决定的),换句话说，允许控制使用某一块网卡（通常是第一块）回应arp询问

### net.ipv4.conf.all.arp\_filter = 0

对网络接口上，本地IP地址的发出的，ARP回应，作出相应级别的限制:

确定不同程度的限制,宣布对来自本地源IP地址发出Arp请求的接口  
 0： 在任意网络接口（eth0,eth1，lo）上的任何本地地址  
 1：尽量避免不在该网络接口子网段的本地地址做出arp回应. 当发起ARP请求的源IP地址是被设置应该经由路由达到此网络接口的时候很有用.此时会检查来访IP是否为所有接口上的子网段内ip之一.如果改来访IP不属于各个网络接口上的子网段内,那么将采用级别2的方式来进行处理.   
 2：对查询目标使用最适当的本地地址.在此模式下将忽略这个IP数据包的源地址并尝试选择与能与该地址通信的本地地址.首要是选择所有的网络接口的子网中外出访问子网中包含该目标IP地址的本地地址. 如果没有合适的地址被发现,将选择当前的发送网络接口或其他的有可能接受到该ARP回应的网络接口来进行发送.

### net.ipv4.conf.all.arp\_announce = 0

定义对目标地址为本地IP的ARP询问不同的应答模式  
0：回应任何网络接口上对任何本地IP地址的arp查询请求  
1：只回答目标IP地址是来访网络接口本地地址的ARP查询请求  
2：只回答目标IP地址是来访网络接口本地地址的ARP查询请求,且来访IP必须在该网络接口的子网段内   
3：不回应该网络界面的arp请求，而只对设置的唯一和连接地址做出回应  
8：不回应所有（本地地址）的arp查询

### net.ipv4.conf.all.arp\_ignore = 0

默认对不在ARP表中的IP地址发出的APR包的处理方式  
0：不在ARP表中创建对应IP地址的表项  
1：在ARP表中创建对应IP地址的表项

### net.ipv4.conf.all.arp\_accept = 0

arp通知链操作  
0：不做任何操作  
1：当设备或硬件地址改变时自动产生一个arp请求

### net.ipv4.conf.all.arp\_notify = 0

回应代理ARP的数据包从接收到此代理ARP请求的网络接口出去

### net.ipv4.conf.all.proxy\_arp\_pvlan = 0

禁止internet协议安全性加密  
**0：禁止禁止  
1：开启禁止**

### net.ipv4.conf.all.disable\_xfrm = 0

禁止internet协议安全性验证  
**0：禁止禁止——？？为什么开启要这样说？？  
1：开启禁止——？？为什么禁止要这样说？？**

### net.ipv4.conf.all.disable\_policy = 0

net.ipv4.conf.all.force\_igmp\_version = 0

0：当接口的主IP地址被移除时，删除所有次IP地址  
1：当接口的主IP地址被移除时，将次IP地址提升为主IP地址

### net.ipv4.conf.all.promote\_secondaries = 0

设置是否允许接收从本机IP地址上发送给本机的数据包  
0：不允许  
1：允许

### net.ipv4.conf.all.accept\_local = 0

net.ipv4.conf.all.route\_localnet = 0

[net.ipv4.conf.all.forwarding](#_net.ipv4.conf.all.forwarding = 0)

### net.ipv4.conf.default.forwarding = 0

[net.ipv4.conf.all.mc\_forwarding](#_net.ipv4.conf.all.mc_forwarding = 0)

### net.ipv4.conf.default.mc\_forwarding = 0

收发接收ICMP重定向消息。对于主机来说默认为True，对于用作路由器时默认值为False  
0：禁止  
1：允许

### net.ipv4.conf.default.accept\_redirects = 1

[net.ipv4.conf.all.secure\_redirects](#_net.ipv4.conf.all.secure_redirects = 1)

### net.ipv4.conf.default.secure\_redirects = 1

[net.ipv4.conf.all.shared\_media](#_net.ipv4.conf.all.shared_media = 1)

### net.ipv4.conf.default.shared\_media = 1

[net.ipv4.conf.all.rp\_filter](#_net.ipv4.conf.all.rp_filter = 0)

### net.ipv4.conf.default.rp\_filter = 1

[net.ipv4.conf.all.send\_redirects](#_net.ipv4.conf.all.send_redirects = 1)

### net.ipv4.conf.default.send\_redirects = 1

接收带有SRR选项的数据报。主机设为0，路由设为1

### net.ipv4.conf.default.accept\_source\_route = 0

net.ipv4.conf.default.src\_valid\_mark = 0

[net.ipv4.conf.all.proxy\_arp](#_net.ipv4.conf.all.proxy_arp = 0)

### net.ipv4.conf.default.proxy\_arp = 0

[net.ipv4.conf.all.medium\_id](#_net.ipv4.conf.all.medium_id = 0)

### net.ipv4.conf.default.medium\_id = 0

见[net.ipv4.conf.all.bootp\_relay](#_net.ipv4.conf.all.bootp_relay = 0)

### net.ipv4.conf.default.bootp\_relay = 0

[net.ipv4.conf.all.log\_martians](#_net.ipv4.conf.all.log_martians = 0)

### net.ipv4.conf.default.log\_martians = 0

net.ipv4.conf.default.tag = 0

见[net.ipv4.conf.all.arp\_filter](#_net.ipv4.conf.all.arp_filter = 0)

### net.ipv4.conf.default.arp\_filter = 0

作用见[net.ipv4.conf.all.arp\_announce](#_net.ipv4.conf.all.arp_announce = 0)

### net.ipv4.conf.default.arp\_announce = 0

见[net.ipv4.conf.all.arp\_ignore](#_net.ipv4.conf.all.arp_ignore = 0)

### net.ipv4.conf.default.arp\_ignore = 0

默认对不在ARP表中的IP地址发出的APR包的处理方式  
0：不在ARP表中创建对应IP地址的表项  
1：在ARP表中创建对应IP地址的表项

### net.ipv4.conf.default.arp\_accept = 0

见[net.ipv4.conf.all.arp\_notify](#_net.ipv4.conf.all.arp_notify = 0" \o "net.ipv4.conf.all.arp_notify)

### net.ipv4.conf.default.arp\_notify = 0

[net.ipv4.conf.all.proxy\_arp\_pvlan](#_net.ipv4.conf.all.proxy_arp_pvlan = 0)

### net.ipv4.conf.default.proxy\_arp\_pvlan = 0

[net.ipv4.conf.all.disable\_xfrm](#_net.ipv4.conf.all.disable_xfrm = 0)

### net.ipv4.conf.default.disable\_xfrm = 0

[net.ipv4.conf.all.disable\_policy](#_net.ipv4.conf.all.disable_policy = 0)

### net.ipv4.conf.default.disable\_policy = 0

net.ipv4.conf.default.force\_igmp\_version = 0

[net.ipv4.conf.all.promote\_secondaries](#_net.ipv4.conf.all.promote_secondaries = 0)

### net.ipv4.conf.default.promote\_secondaries = 0

设置是否允许接收从本机IP地址上发送给本机的数据包  
0：不允许  
1：允许

### net.ipv4.conf.default.accept\_local = 0

net.ipv4.conf.default.route\_localnet = 0

net.ipv4.conf.lo.forwarding = 0

net.ipv4.conf.lo.mc\_forwarding = 0

net.ipv4.conf.lo.accept\_redirects = 1

net.ipv4.conf.lo.secure\_redirects = 1

net.ipv4.conf.lo.shared\_media = 1

net.ipv4.conf.lo.rp\_filter = 1

net.ipv4.conf.lo.send\_redirects = 1

net.ipv4.conf.lo.accept\_source\_route = 0

net.ipv4.conf.lo.src\_valid\_mark = 0

net.ipv4.conf.lo.proxy\_arp = 0

net.ipv4.conf.lo.medium\_id = 0

net.ipv4.conf.lo.bootp\_relay = 0

net.ipv4.conf.lo.log\_martians = 0

net.ipv4.conf.lo.tag = 0

net.ipv4.conf.lo.arp\_filter = 0

net.ipv4.conf.lo.arp\_announce = 0

net.ipv4.conf.lo.arp\_ignore = 0

net.ipv4.conf.lo.arp\_accept = 0

net.ipv4.conf.lo.arp\_notify = 0

net.ipv4.conf.lo.proxy\_arp\_pvlan = 0

net.ipv4.conf.lo.disable\_xfrm = 1

net.ipv4.conf.lo.disable\_policy = 1

net.ipv4.conf.lo.force\_igmp\_version = 0

net.ipv4.conf.lo.promote\_secondaries = 0

net.ipv4.conf.lo.accept\_local = 0

net.ipv4.conf.lo.route\_localnet = 0

net.ipv4.conf.eth0.forwarding = 0

net.ipv4.conf.eth0.mc\_forwarding = 0

net.ipv4.conf.eth0.accept\_redirects = 1

net.ipv4.conf.eth0.secure\_redirects = 1

net.ipv4.conf.eth0.shared\_media = 1

net.ipv4.conf.eth0.rp\_filter = 1

net.ipv4.conf.eth0.send\_redirects = 1

net.ipv4.conf.eth0.accept\_source\_route = 0

net.ipv4.conf.eth0.src\_valid\_mark = 0

net.ipv4.conf.eth0.proxy\_arp = 0

net.ipv4.conf.eth0.medium\_id = 0

net.ipv4.conf.eth0.bootp\_relay = 0

net.ipv4.conf.eth0.log\_martians = 0

net.ipv4.conf.eth0.tag = 0

net.ipv4.conf.eth0.arp\_filter = 0

net.ipv4.conf.eth0.arp\_announce = 0

net.ipv4.conf.eth0.arp\_ignore = 0

net.ipv4.conf.eth0.arp\_accept = 0

net.ipv4.conf.eth0.arp\_notify = 0

net.ipv4.conf.eth0.proxy\_arp\_pvlan = 0

net.ipv4.conf.eth0.disable\_xfrm = 0

net.ipv4.conf.eth0.disable\_policy = 0

net.ipv4.conf.eth0.force\_igmp\_version = 0

net.ipv4.conf.eth0.promote\_secondaries = 0

net.ipv4.conf.eth0.accept\_local = 0

net.ipv4.conf.eth0.route\_localnet = 0

net.ipv4.conf.eth1.forwarding = 0

net.ipv4.conf.eth1.mc\_forwarding = 0

net.ipv4.conf.eth1.accept\_redirects = 1

net.ipv4.conf.eth1.secure\_redirects = 1

net.ipv4.conf.eth1.shared\_media = 1

net.ipv4.conf.eth1.rp\_filter = 1

net.ipv4.conf.eth1.send\_redirects = 1

net.ipv4.conf.eth1.accept\_source\_route = 0

net.ipv4.conf.eth1.src\_valid\_mark = 0

net.ipv4.conf.eth1.proxy\_arp = 0

net.ipv4.conf.eth1.medium\_id = 0

net.ipv4.conf.eth1.bootp\_relay = 0

net.ipv4.conf.eth1.log\_martians = 0

net.ipv4.conf.eth1.tag = 0

net.ipv4.conf.eth1.arp\_filter = 0

net.ipv4.conf.eth1.arp\_announce = 0

net.ipv4.conf.eth1.arp\_ignore = 0

net.ipv4.conf.eth1.arp\_accept = 0

net.ipv4.conf.eth1.arp\_notify = 0

net.ipv4.conf.eth1.proxy\_arp\_pvlan = 0

net.ipv4.conf.eth1.disable\_xfrm = 0

net.ipv4.conf.eth1.disable\_policy = 0

net.ipv4.conf.eth1.force\_igmp\_version = 0

net.ipv4.conf.eth1.promote\_secondaries = 0

net.ipv4.conf.eth1.accept\_local = 0

net.ipv4.conf.eth1.route\_localnet = 0

是否打开ipv4的IP转发。  
0：禁止  
1：打开

### net.ipv4.ip\_forward = 0

net.ipv4.xfrm4\_gc\_thresh = 4194304

表示用于重组IP分段的内存分配最高值

一旦达到最高内存分配值，其它分段将被丢弃，直到达到最低内存分配值。

### net.ipv4.ipfrag\_high\_thresh = 4194304

表示用于重组IP分段的内存分配最低值

### net.ipv4.ipfrag\_low\_thresh = 3145728

表示一个IP分段在内存中保留多少秒

### net.ipv4.ipfrag\_time = 30

忽略所有接收到的icmp echo请求的包(会导致机器无法ping通)  
0：不忽略  
1：忽略

### net.ipv4.icmp\_echo\_ignore\_all = 0

忽略所有接收到的icmp echo请求的广播  
0：不忽略  
1：忽略

### net.ipv4.icmp\_echo\_ignore\_broadcasts = 1

某些路由器违背RFC1122标准，其对广播帧发送伪造的响应来应答。这种违背行为通常会被以警告的方式记录在系统日志中。  
0：记录到系统日志中  
1：忽略

### net.ipv4.icmp\_ignore\_bogus\_error\_responses = 1

当前为 ICMP 错误消息选择源地址的方式

0:则使用退出接口的主地址发送ICMP错误消息

1:消息将与接收导致ICMP错误的数据包的接口的主地址一起发送

请注意，如果所选接口不存在主地址，则无论此设置如何，都将使用具有主地址的第一个非环回接口的主地址

### net.ipv4.icmp\_errors\_use\_inbound\_ifaddr = 0

限制发向特定目标的匹配icmp\_ratemask的ICMP数据报的最大速率。配合icmp\_ratemask使用。  
0：没有任何限制  
>0：表示指定时间内中允许发送的个数。(以jiffies为单位)

### net.ipv4.icmp\_ratelimit = 1000

在这里匹配的ICMP被icmp\_ratelimit参数限制速率.  
匹配的标志位: ＩＨＧＦＥＤＣＢＡ９８７６５４３２１０  
默认的掩码值: ００００００１１００００００１１０００ (6168)  
0 Echo Reply  
3 Destination Unreachable \*  
4 Source Quench \*  
5 Redirect  
8 Echo Request  
B Time Exceeded \*  
C Parameter Problem \*  
D Timestamp Request  
E Timestamp Reply  
F Info Request  
G Info Reply  
H Address Mask Request  
I Address Mask Reply  
\* 号的被默认限速

### net.ipv4.icmp\_ratemask = 6168

net.ipv4.rt\_cache\_rebuild\_count = 4

net.ipv4.ping\_group\_range = 1 0

该文件表示在全局范围内关闭路径MTU探测功能

### net.ipv4.ip\_no\_pmtu\_disc = 0

net.ipv4.ip\_forward\_use\_pmtu = 0

hash表中ip碎片队列的重建延迟.(单位 秒)

### net.ipv4.ipfrag\_secret\_interval = 600

相同的源地址ip碎片数据报的最大数量. 这个变量表示在ip碎片被添加到队列前要作额外的检查.如果超过定义的数量的ip碎片从一个相同源地址到达，那么假定这个队列的ip碎片有丢失，已经存在的ip碎片队列会被丢弃

如果为0关闭检查

### net.ipv4.ipfrag\_max\_dist = 64

net.ipv6.neigh.default.mcast\_solicit = 3

net.ipv6.neigh.default.ucast\_solicit = 3

net.ipv6.neigh.default.app\_solicit = 0

net.ipv6.neigh.default.delay\_first\_probe\_time = 5

net.ipv6.neigh.default.gc\_stale\_time = 60

net.ipv6.neigh.default.unres\_qlen = 3

net.ipv6.neigh.default.proxy\_qlen = 64

net.ipv6.neigh.default.anycast\_delay = 99

net.ipv6.neigh.default.proxy\_delay = 79

net.ipv6.neigh.default.locktime = 0

net.ipv6.neigh.default.retrans\_time\_ms = 1000

net.ipv6.neigh.default.base\_reachable\_time\_ms = 30000

net.ipv6.neigh.default.gc\_interval = 30

net.ipv6.neigh.default.gc\_thresh1 = 128

net.ipv6.neigh.default.gc\_thresh2 = 512

net.ipv6.neigh.default.gc\_thresh3 = 1024

net.ipv6.neigh.lo.mcast\_solicit = 3

net.ipv6.neigh.lo.ucast\_solicit = 3

net.ipv6.neigh.lo.app\_solicit = 0

net.ipv6.neigh.lo.delay\_first\_probe\_time = 5

net.ipv6.neigh.lo.gc\_stale\_time = 60

net.ipv6.neigh.lo.unres\_qlen = 3

net.ipv6.neigh.lo.proxy\_qlen = 64

net.ipv6.neigh.lo.anycast\_delay = 99

net.ipv6.neigh.lo.proxy\_delay = 79

net.ipv6.neigh.lo.locktime = 0

net.ipv6.neigh.lo.retrans\_time\_ms = 1000

net.ipv6.neigh.lo.base\_reachable\_time\_ms = 30000

net.ipv6.neigh.eth0.mcast\_solicit = 3

net.ipv6.neigh.eth0.ucast\_solicit = 3

net.ipv6.neigh.eth0.app\_solicit = 0

net.ipv6.neigh.eth0.delay\_first\_probe\_time = 5

net.ipv6.neigh.eth0.gc\_stale\_time = 60

net.ipv6.neigh.eth0.unres\_qlen = 3

net.ipv6.neigh.eth0.proxy\_qlen = 64

net.ipv6.neigh.eth0.anycast\_delay = 99

net.ipv6.neigh.eth0.proxy\_delay = 79

net.ipv6.neigh.eth0.locktime = 0

net.ipv6.neigh.eth0.retrans\_time\_ms = 1000

net.ipv6.neigh.eth0.base\_reachable\_time\_ms = 30000

net.ipv6.neigh.eth1.mcast\_solicit = 3

net.ipv6.neigh.eth1.ucast\_solicit = 3

net.ipv6.neigh.eth1.app\_solicit = 0

net.ipv6.neigh.eth1.delay\_first\_probe\_time = 5

net.ipv6.neigh.eth1.gc\_stale\_time = 60

net.ipv6.neigh.eth1.unres\_qlen = 3

net.ipv6.neigh.eth1.proxy\_qlen = 64

net.ipv6.neigh.eth1.anycast\_delay = 99

net.ipv6.neigh.eth1.proxy\_delay = 79

net.ipv6.neigh.eth1.locktime = 0

net.ipv6.neigh.eth1.retrans\_time\_ms = 1000

net.ipv6.neigh.eth1.base\_reachable\_time\_ms = 30000

net.ipv6.xfrm6\_gc\_thresh = 2048

所有网络接口开启ipv6转发  
0：关闭  
1：开启

### net.ipv6.conf.all.forwarding = 0

缺省hop限制

### net.ipv6.conf.all.hop\_limit = 64

ipv6的最大传输单元

### net.ipv6.conf.all.mtu = 1280

接受IPv6路由通告.并且根据得到的信息自动设定.  
0：不接受路由通告  
1：当forwarding禁止时接受路由通告  
2：任何情况下都接受路由通告

### net.ipv6.conf.all.accept\_ra = 1

是否接受ICMPv6重定向包  
0：拒绝接受ICMPv6，当forwarding=1时，此值会自动设置为0  
1：启动接受ICMPv6，当forwarding=0时，此值会自动设置为1

### net.ipv6.conf.all.accept\_redirects = 1

net.ipv6.conf.all.autoconf = 1

接口增加ipv6地址时，发送几次DAD包

### net.ipv6.conf.all.dad\_transmits = 1

假定没有路由的情况下发送的请求个数

### net.ipv6.conf.all.router\_solicitations = 3

在每个路由请求之间的等待时间(秒).

### net.ipv6.conf.all.router\_solicitation\_interval = 4

在发送路由请求之前的等待时间(秒).

### net.ipv6.conf.all.router\_solicitation\_delay = 1

net.ipv6.conf.all.force\_mld\_version = 0

net.ipv6.conf.all.use\_tempaddr = 0

net.ipv6.conf.all.temp\_valid\_lft = 604800

net.ipv6.conf.all.temp\_prefered\_lft = 86400

尝试生成临时地址的次数

### net.ipv6.conf.all.regen\_max\_retry = 5

DESYNC\_FACTOR的最大值，DESYNC\_FACTOR是一个随机数，用于防止客户机在同一时间生成新的地址

### net.ipv6.conf.all.max\_desync\_factor = 600

所有网络接口自动配置IP地址的数量最大值  
0：不限制  
>0：最大值

### net.ipv6.conf.all.max\_addresses = 16

是否接受ipv6路由器发出的默认路由设置  
0：不接受  
1：接受

### net.ipv6.conf.all.accept\_ra\_defrtr = 1

当accept\_ra开启时此选项会自动开启，关闭时则会关闭

### net.ipv6.conf.all.accept\_ra\_pinfo = 1

### net.ipv6.conf.all.accept\_ra\_rtr\_pref = 1

路由器探测间隔(秒)

### net.ipv6.conf.all.router\_probe\_interval = 60

路由通告中路由信息前缀的最大长度

### net.ipv6.conf.all.accept\_ra\_rt\_info\_max\_plen = 0

此功能类似于ipv4的nat，可将内网的包转发到外网，外网不能主动发给内网。  
0：关闭  
1：开启

### net.ipv6.conf.all.proxy\_ndp = 0

接收带有SRR选项的数据报。主机设为0，路由设为1

### net.ipv6.conf.all.accept\_source\_route = 0

是否启用optimistic DAD(乐观地进行重复地址检查)  
0：关闭  
1：开启

### net.ipv6.conf.all.optimistic\_dad = 0

是否使用多路广播进行路由选择，需要内核编译时开启了CONFIG\_MROUTE选项并且开启了多路广播路由选择的后台daemon  
0：关闭  
1：开启

### net.ipv6.conf.all.mc\_forwarding = 0

是否禁用ipv6  
0：不禁用  
1：禁用

### net.ipv6.conf.all.disable\_ipv6 = 0

0：取消DAD功能  
1：启用DAD功能，但link-local地址冲突时，不关闭ipv6功能  
2：启用DAD功能，但link-local地址冲突时，关闭ipv6功能

### net.ipv6.conf.all.accept\_dad = 1

net.ipv6.conf.default.forwarding = 0

net.ipv6.conf.default.hop\_limit = 64

net.ipv6.conf.default.mtu = 1280

net.ipv6.conf.default.accept\_ra = 1

net.ipv6.conf.default.accept\_redirects = 1

net.ipv6.conf.default.autoconf = 1

net.ipv6.conf.default.dad\_transmits = 1

net.ipv6.conf.default.router\_solicitations = 3

net.ipv6.conf.default.router\_solicitation\_interval = 4

net.ipv6.conf.default.router\_solicitation\_delay = 1

net.ipv6.conf.default.force\_mld\_version = 0

net.ipv6.conf.default.use\_tempaddr = 0

net.ipv6.conf.default.temp\_valid\_lft = 604800

net.ipv6.conf.default.temp\_prefered\_lft = 86400

net.ipv6.conf.default.regen\_max\_retry = 5

net.ipv6.conf.default.max\_desync\_factor = 600

net.ipv6.conf.default.max\_addresses = 16

net.ipv6.conf.default.accept\_ra\_defrtr = 1

net.ipv6.conf.default.accept\_ra\_pinfo = 1

net.ipv6.conf.default.accept\_ra\_rtr\_pref = 1

net.ipv6.conf.default.router\_probe\_interval = 60

net.ipv6.conf.default.accept\_ra\_rt\_info\_max\_plen = 0

net.ipv6.conf.default.proxy\_ndp = 0

[net.ipv6.conf.all.accept\_source\_route](#_net.ipv6.conf.all.accept_source_route = 0)

### net.ipv6.conf.default.accept\_source\_route = 0

net.ipv6.conf.default.optimistic\_dad = 0

net.ipv6.conf.default.mc\_forwarding = 0

net.ipv6.conf.default.disable\_ipv6 = 0

net.ipv6.conf.default.accept\_dad = 1

net.ipv6.conf.lo.forwarding = 0

net.ipv6.conf.lo.hop\_limit = 64

net.ipv6.conf.lo.mtu = 65536

net.ipv6.conf.lo.accept\_ra = 1

net.ipv6.conf.lo.accept\_redirects = 1

net.ipv6.conf.lo.autoconf = 1

net.ipv6.conf.lo.dad\_transmits = 1

net.ipv6.conf.lo.router\_solicitations = 3

net.ipv6.conf.lo.router\_solicitation\_interval = 4

net.ipv6.conf.lo.router\_solicitation\_delay = 1

net.ipv6.conf.lo.force\_mld\_version = 0

net.ipv6.conf.lo.use\_tempaddr = -1

net.ipv6.conf.lo.temp\_valid\_lft = 604800

net.ipv6.conf.lo.temp\_prefered\_lft = 86400

net.ipv6.conf.lo.regen\_max\_retry = 5

net.ipv6.conf.lo.max\_desync\_factor = 600

net.ipv6.conf.lo.max\_addresses = 16

net.ipv6.conf.lo.accept\_ra\_defrtr = 1

net.ipv6.conf.lo.accept\_ra\_pinfo = 1

net.ipv6.conf.lo.accept\_ra\_rtr\_pref = 1

net.ipv6.conf.lo.router\_probe\_interval = 60

net.ipv6.conf.lo.accept\_ra\_rt\_info\_max\_plen = 0

net.ipv6.conf.lo.proxy\_ndp = 0

net.ipv6.conf.lo.accept\_source\_route = 0

net.ipv6.conf.lo.optimistic\_dad = 0

net.ipv6.conf.lo.mc\_forwarding = 0

net.ipv6.conf.lo.disable\_ipv6 = 0

net.ipv6.conf.lo.accept\_dad = -1

net.ipv6.conf.eth0.forwarding = 0

net.ipv6.conf.eth0.hop\_limit = 64

net.ipv6.conf.eth0.mtu = 1500

net.ipv6.conf.eth0.accept\_ra = 1

net.ipv6.conf.eth0.accept\_redirects = 1

net.ipv6.conf.eth0.autoconf = 1

net.ipv6.conf.eth0.dad\_transmits = 1

net.ipv6.conf.eth0.router\_solicitations = 3

net.ipv6.conf.eth0.router\_solicitation\_interval = 4

net.ipv6.conf.eth0.router\_solicitation\_delay = 1

net.ipv6.conf.eth0.force\_mld\_version = 0

net.ipv6.conf.eth0.use\_tempaddr = 0

net.ipv6.conf.eth0.temp\_valid\_lft = 604800

net.ipv6.conf.eth0.temp\_prefered\_lft = 86400

net.ipv6.conf.eth0.regen\_max\_retry = 5

net.ipv6.conf.eth0.max\_desync\_factor = 600

net.ipv6.conf.eth0.max\_addresses = 16

net.ipv6.conf.eth0.accept\_ra\_defrtr = 1

net.ipv6.conf.eth0.accept\_ra\_pinfo = 1

net.ipv6.conf.eth0.accept\_ra\_rtr\_pref = 1

net.ipv6.conf.eth0.router\_probe\_interval = 60

net.ipv6.conf.eth0.accept\_ra\_rt\_info\_max\_plen = 0

net.ipv6.conf.eth0.proxy\_ndp = 0

net.ipv6.conf.eth0.accept\_source\_route = 0

net.ipv6.conf.eth0.optimistic\_dad = 0

net.ipv6.conf.eth0.mc\_forwarding = 0

net.ipv6.conf.eth0.disable\_ipv6 = 0

net.ipv6.conf.eth0.accept\_dad = 1

net.ipv6.conf.eth1.forwarding = 0

net.ipv6.conf.eth1.hop\_limit = 64

net.ipv6.conf.eth1.mtu = 1500

net.ipv6.conf.eth1.accept\_ra = 1

net.ipv6.conf.eth1.accept\_redirects = 1

net.ipv6.conf.eth1.autoconf = 1

net.ipv6.conf.eth1.dad\_transmits = 1

net.ipv6.conf.eth1.router\_solicitations = 3

net.ipv6.conf.eth1.router\_solicitation\_interval = 4

net.ipv6.conf.eth1.router\_solicitation\_delay = 1

net.ipv6.conf.eth1.force\_mld\_version = 0

net.ipv6.conf.eth1.use\_tempaddr = 0

net.ipv6.conf.eth1.temp\_valid\_lft = 604800

net.ipv6.conf.eth1.temp\_prefered\_lft = 86400

net.ipv6.conf.eth1.regen\_max\_retry = 5

net.ipv6.conf.eth1.max\_desync\_factor = 600

net.ipv6.conf.eth1.max\_addresses = 16

net.ipv6.conf.eth1.accept\_ra\_defrtr = 1

net.ipv6.conf.eth1.accept\_ra\_pinfo = 1

net.ipv6.conf.eth1.accept\_ra\_rtr\_pref = 1

net.ipv6.conf.eth1.router\_probe\_interval = 60

net.ipv6.conf.eth1.accept\_ra\_rt\_info\_max\_plen = 0

net.ipv6.conf.eth1.proxy\_ndp = 0

net.ipv6.conf.eth1.accept\_source\_route = 0

net.ipv6.conf.eth1.optimistic\_dad = 0

net.ipv6.conf.eth1.mc\_forwarding = 0

net.ipv6.conf.eth1.disable\_ipv6 = 0

net.ipv6.conf.eth1.accept\_dad = 1

net.ipv6.ip6frag\_high\_thresh = 4194304

net.ipv6.ip6frag\_low\_thresh = 3145728

net.ipv6.ip6frag\_time = 60

net.ipv6.route.gc\_thresh = 1024

net.ipv6.route.max\_size = 16384

net.ipv6.route.gc\_min\_interval = 0

net.ipv6.route.gc\_timeout = 60

net.ipv6.route.gc\_interval = 30

net.ipv6.route.gc\_elasticity = 0

net.ipv6.route.mtu\_expires = 600

net.ipv6.route.min\_adv\_mss = 1

net.ipv6.route.gc\_min\_interval\_ms = 500

net.ipv6.icmp.ratelimit = 1000

默认监听ipv6端口(不管监听与否，都与是否关闭ipv4监听无关)  
0：不监听  
1：监听

### net.ipv6.bindv6only = 0

net.ipv6.ip6frag\_secret\_interval = 600

net.ipv6.mld\_max\_msf = 64

允许域套接字中数据包的最大个数，在初始化unix域套接字时的默认值.  
在调用listen函数时第二个参数会复盖这个值.

### net.unix.max\_dgram\_qlen = 10

## 8.sunrpc

sunrpc.rpc\_debug = 0

sunrpc.nfs\_debug = 0

sunrpc.nfsd\_debug = 0

sunrpc.nlm\_debug = 0

sunrpc.transports = tcp 1048576

sunrpc.transports = udp 32768

sunrpc.transports = tcp-bc 1048576

sunrpc.udp\_slot\_table\_entries = 16

sunrpc.tcp\_slot\_table\_entries = 2

sunrpc.tcp\_max\_slot\_table\_entries = 65536

sunrpc.min\_resvport = 665

sunrpc.max\_resvport = 1023

默认值是 60  
对于本端断开的socket连接，TCP保持在FIN-WAIT-2状态的时间。对方可能会断开连接或一直不结束连接或不可预料的进程死亡。默认值为 60 秒。过去在2.2版本的内核中是 180 秒。您可以设置该值﹐但需要注意﹐如果您的机器为负载很重的web服务器﹐您可能要冒内存被大量无效数据报填满的风险﹐FIN-WAIT-2 sockets 的危险性低于 FIN-WAIT-1 ﹐因为它们最多只吃 1.5K 的内存﹐但是它们存在时间更长。另外参考 [tcp\_max\_orphans](#_net.ipv4.tcp_max_orphans = 262144)。

### sunrpc.tcp\_fin\_timeout = 15

## 9.vm-内存参数

是否允许内存的过量分配，允许进程分配比它实际使用的更多的内存。  
0：当用户申请内存的时候，内核会去检查是否有这么大的内存空间，当超过地址空间会被拒绝  
1：内核始终认为，有足够大的内存空间，直到它用完了为止  
2：内核禁止任何形式的过量分配内存

### vm.overcommit\_memory = 0

用于控制如何处理out-of-memory，可选值包括0/1/2  
 0：当内存不足时内核调用OOM killer杀死一些rogue进程，每个进程描述符都有一个oom\_score标示，oom killer会选择oom\_score较大的进程  
 1：发生了OOM以后，如果有mempolicy/cpusets的进程限制，而这些nodes导致了内存问题的时候，OOM Killer会干掉这些中的一个，系统也会恢复  
 2：OOM后必然panic

### vm.panic\_on\_oom = 0

决定在oom的时候，oom killer杀哪些进程  
 非0：它会扫描进程队列，然后将可能导致内存溢出的进程杀掉，也就是占用内存最大的进程  
 0：它只杀掉导致oom的那个进程，避免了进程队列的扫描，但是释放的内存大小有限

### vm.oom\_kill\_allocating\_task = 0

待补充

### vm.extfrag\_threshold = 500

如果启用，在内核执行OOM-killing时会打印系统内进程的信息（不包括内核线程），信息包括pid、uid、tgid、vm size、rss、nr\_ptes，swapents，oom\_score\_adj和进程名称。这些信息可以帮助找出为什么OOM killer被执行，找到导致OOM的进程，以及了解为什么进程会被选中。  
0：不打印系统内进程信息  
1：打印系统内进程信息

### vm.oom\_dump\_tasks = 1

vm.would\_have\_oomkilled = 0

内存可过量分配的百分比。

### vm.overcommit\_ratio = 50

内存可过量分配的数量(KB)

### vm.overcommit\_kbytes = 0

参数控制一次写入或读出swap分区的页面数量。

它是一个对数值，如果设置为0，表示1页；如果设置为1，表示2页；如果设置为2，则表示4页。

### vm.page-cluster = 3

当脏页所占的百分比（相对于所有可用内存，即空闲内存页+可回收内存页）达到dirty\_background\_ratio时，write调用会唤醒内核的flusher线程开始回写脏页数据，直到脏页比例低于此值，与dirty\_ratio不同，write调用此时并不会阻塞。

### vm.dirty\_background\_ratio = 10

当脏页所占的内存数量超过dirty\_background\_bytes时，内核的flusher线程开始回写脏页

### vm.dirty\_background\_bytes = 0

脏页所占的百分比（相对于所有可用内存，即空闲内存页+可回收内存页）达到dirty\_ratio时，write调用会唤醒内核的flusher线程开始回写脏页数据，直到脏页比例低于此值，注意write调用此时会阻塞

### vm.dirty\_ratio = 20

当脏页所占的内存数量达到dirty\_bytes时，执行磁盘写操作的进程自己开始回写脏数据。  
注意： dirty\_bytes参数和 dirty\_ratio参数是相对的，只能指定其中一个。当其中一个参数文件被写入时，会立即开始计算脏页限制，并且会将另一个参数的值清零

### vm.dirty\_bytes = 0

设置flusher内核线程唤醒的间隔，此线程用于将脏页回写到磁盘，单位是0.01秒

### vm.dirty\_writeback\_centisecs = 500

脏数据的过期时间，超过该时间后内核的flusher线程被唤醒时会将脏数据回写到磁盘上，单位是0.01秒。

### vm.dirty\_expire\_centisecs = 3000

只读文件，保存了当前正在运行的pdflush线程的数量

### vm.nr\_pdflush\_threads = 0

表示尽量使用内存，减少使用磁盘swap交换分区，内存速度明显高于磁盘一个数量级

该值越高则linux越倾向于将部分长期没有用到的页swap，即便有足够空余物理内存(1~100)

### vm.swappiness = 1

大页的最小数目，需要连续的物理内存；**oracle使用大页可以降低TLB的开销，节约内存和CPU资源，但要同时设置memlock且保证其大于大页**；其与11gAMM不兼容

### vm.nr\_hugepages = 0

与nr\_hugepages（上面那个）类似，但只用于numa架构，配合numactl调整每个node的大页数量

### vm.nr\_hugepages\_mempolicy = 0

指定组ID，拥有该gid的用户可以使用大页创建SysV共享内存段

### vm.hugetlb\_shm\_group = 0

用来控制是否可以从ZONE\_MOVABLE内存域中分配大页面。如果设置为非零，大页面可以从ZONE\_MOVABLE内存域分配。ZONE\_MOVABLE内存域只有在指定了kernelcore启动参数的情况下才会创建，如果没有指定kernelcore启动参数， hugepages\_treat\_as\_movable参数则没有效果。

### vm.hugepages\_treat\_as\_movable = 0

保留于紧急使用的大页数

系统可分配最大大页数= [nr\_hugepages](#_vm.nr_hugepages = 0) + nr\_overcommit\_hugepages

### vm.nr\_overcommit\_hugepages = 0

决定了内核保护这些低端内存域的强度。预留的内存值和lowmem\_reserve\_ratio数组中的值是倒数关系，如果值是256，则代表1/256，即为0.39%的zone内存大小。如果想要预留更多页，应该设更小一点的值。

### vm.lowmem\_reserve\_ratio = 256 256 32

写入数值可以使内核释放page\_cache，dentries和inodes缓存所占的内存。  
1：只释放page\_cache  
2：只释放dentries和inodes缓存  
3：释放page\_cache、dentries和inodes缓存

### vm.drop\_caches = 0

每个内存区保留的内存大小(KB)——66MB

### vm.min\_free\_kbytes = 67584

vm.extra\_free\_kbytes = 0

vm.unmap\_area\_factor = 0

vm.meminfo\_legacy\_layout = 1

每个CPU能从每个zone所能分配到的pages的最大值(单位每个zone的1/X)，0为不限制

### vm.percpu\_pagelist\_fraction = 0

定义了一个进程能拥有的最多的内存区域

### vm.max\_map\_count = 65530

设置开启laptop mode，此模式主要是通过降低硬盘的转速来延长电池的续航时间。  
0：关闭  
1：启动

### vm.laptop\_mode = 0

如果设置的是非零值，则会启用块I/O调试

### vm.block\_dump = 0

表示内核回收用于directory和inode cache内存的倾向；

缺省值100表示内核将根据pagecache和swapcache，把directory和inode cache保持在一个合理的百分比；

该值低于100，将导致内核倾向于保留directory和inode cache；

该值超过100，将导致内核倾向于回收directory和inode cache

### vm.vfs\_cache\_pressure = 100

进程地址空间内存布局模式  
0：经典布局  
1：新布局  
对于64位系统，默认采用经典布局

### vm.legacy\_va\_layout = 0

参数只有在启用CONFIG\_NUMA选项时才有效,zone\_reclaim\_mode用来控制在内存域OOM时，如何来回收内存。  
0：禁止内存域回收，从其他zone分配内存  
1：启用内存域回收  
2：通过回写脏页回收内存  
4：通过swap回收内存

### vm.zone\_reclaim\_mode = 0

只有在当前内存域中处于[zone\_reclaim\_mode](#_vm.zone_reclaim_mode = 0)（上面那个）允许回收状态的内存页所占的百分比超过min\_unmapped\_ratio时，内存域才会执行回收操作。

### vm.min\_unmapped\_ratio = 1

只在numa架构上使用

如果一个内存域中可以回收的slab页面所占的百分比（应该是相对于当前内存域的所有页面）超过min\_slab\_ratio，在回收区的slabs会被回收。

这样可以确保即使在很少执行全局回收的NUMA系统中，slab的增长也是可控的。

### vm.min\_slab\_ratio = 5

VM信息更新频率(以秒为单位)

### vm.stat\_interval = 1

指定用户进程通过mmap可使用的最小虚拟内存地址，以避免其在低地址空间产生映射导致安全问题；如果非0，则不允许mmap到NULL页，而此功能可在出现NULL指针时调试Kernel；mmap用于将文件映射至内存；  
该设置意味着禁止用户进程访问low 4k地址空间

### vm.mmap\_min\_addr = 4096

设置内核选择zonelist的模式：  
0：让内核智能选择使用Node或Zone方式的zonelist  
1：选择Node方式的zonelist，Node(0) ZONE\_NORMAL -> Node(0) ZONE\_DMA -> Node(1) ZONE\_NORMAL  
2：选择Zone方式的，Node(0) ZONE\_NORMAL -> Node(1) ZONE\_NORMAL -> Node(0) ZONE\_DMA

### vm.numa\_zonelist\_order = default

vm.scan\_unevictable\_pages = 0

控制发生某个内核无法处理的内存错误发生的时候，如何去杀掉这个进程。

1：在发现内存错误的时候，就会把所有拥有此内存页的进程都杀掉  
 0：只是对这部分页进行unmap，然后把第一个试图进入这个页的进程杀掉

### vm.memory\_failure\_early\_kill = 0

是否开启内存错误恢复机制  
 1：开启  
 0：一旦出现内存错误，就panic

### vm.memory\_failure\_recovery = 1

给有cap\_sys\_admin权限的用户保留的内存数量(默认值是 min(free\_page \* 0.03, 8MB))

### vm.admin\_reserve\_kbytes = 8192