Principal Component Regression of Collinear Data

**Introduction :**

Currently, the strongest risk factor for melanoma is the number of nevi (moles) a person has \cite{RN149}. The majority of nevi develop during childhood and adolescence and the number of nevi developed is influenced by a variety of environmental, behavioral, genetic, and phenotypic factors \cite{RN153, 154}. While the relationship of environmental and behavioral factors such as UV exposure and use of sun protection, respectively, have clear relationships with nevus development, the impact of impact of each factor in conjunction on nevus development needs further investigation.

In a longitudinal observational study on mole development in children from Colorado, data was collected on the child’s mole count, base skin color, eye color, hair color, ethnicity (Hispanic or non-Hispanic), number of seaside vacations since birth, and OCA2 genotype. OCA2, a gene important for melanin synthesis, has been associated with heritability in nevus count, skin color, and eye color \cite{RN152, 150}. More specifically, individuals homozygous for the g allele demonstrated a significant correlation between having higher nevi counts, blonde hair, and blue or green eyes. Whereas individuals homozygous for the a allele tended to have fewer nevi, darker hair, and brown eyes \cite{RN150, 151}. In addition to collinearity between genotype, eye color, and hair color, there is also a colinear relationship between base skin color and ethnicity. While a linear regression model excluding potential collinear variables can be conducted, there may be variation that can be explained by the factors such as eye color or hair color that is not explained by OCA2 genotype. Therefore, a method for estimating the coefficients of collinear variables is necessary in order to appropriately analyze this dataset.

**Background:**

***Methods for Regression of Collinear Data***

Principal component analysis (PCA) is powerful technique that is used in many fields to reduce high-dimensional data into fewer variables that can best explain the variance in the data. This is done by performing an orthogonal transformation on a set of variables that are likely correlated to yield a set of linearly uncorrelated variables (principal components, or PCs) \cite{RN165}. The first PC describes the greatest amount of variability in the data as possible, and each subsequent PC describes the next highest variance orthogonal to the preceding component. The output of PCA are an orthogonal basis set of vectors (each comprised of a linear combination of variables with *n* observations) which can be used to predict future data or as covariates in linear models to account for undefined structure that would confound regression analysis. For example, in a genetic case-control disease study, differences in allele frequency due to genetic ancestry can cause spurious associations if genetic ancestry is not accounted for in the model \cite{RN159}. Genetic ancestry explains much of the variance in genetic data and thus will be represented in the first several PCs in a PCA of the dataset. These PCs can then be used as a proxy for genetic ancestry and added as covariates to the model, thus correcting for ancestry as confounding factor \cite{RN158}. In addition to PCs being useful as covariates for linear regression models, variations on PCA, such as principal component regression (PCR) can be used to address multicollinearity.

PCR is a regression analysis method based on PCA that uses PCA for estimating unknown regression coefficients in a model. In PCR, the PCs of the explanatory variable are used as regressors instead of regressing the dependent variable on the explanatory variable directly as in a standard linear regression model \cite{RN164}. One of the limitations of PCA based dimensionality reduction is that if two or more variables in the dataset are highly correlated, the columns corresponding to these variables become linearly dependent and the matrix becomes rank deficient. Collinearity is handled in PCR by excluding low-variance (nearly or exactly zero eigenvalue) PCs in the regression part of the process. Depending on the purpose of the analysis, other low-variance PCs can also be excluded in the regression to reduce the effective number of parameters defining the model and mitigating potential overfitting.

However, there is a quite significant limitation to PCR in that it does not consider the response variable when deciding which principle components to drop (in the case of there being collinearity), i.e. just because a factor has a small eigenvalue does not mean it is not a strong predictor of the response variable \cite{RN163}. This means that when PCs are dropped the coefficient estimates become biased, more difficult to interpret (because they are weighted averages), and less accurate for predicting new data \cite{RN160}. It is possible for important explanatory variables to be given small eigenvalues (and vise versa with unimportant variables) and estimated coefficients in the wrong direction. In summary, PCR is an effective and easy method for identifying collinearity, though other methods should be used to estimate the coefficients, such as a partial least squares (PLS) regression or a multivariate linear regression using only the linearly independent variables.

PLS regression is similar to a PCR, except that instead of finding hyperplanes of the highest variance between the response and independent variables, it analyses the relationship between the response and independent variables as matrices \cite{RN161}. More specifically, the PLS regression finds the multidimensional direction of the independent variables that explains the greatest amount of multidimensional variation direction in the response variable matrix \cite{RN162}. Since this model incorporates the response variable in the selection of PCs that explain the most variance, it is the most appropriate for PCA-like regression of datasets that are rank deficient or have collinearity among variables and providing accurate coefficient estimates.

**Materials & Methods:**

***Materials***

This study was conducted using a subset of data from a longitudinal observational study of children from Colorado followed from 6 to 10 years of age. This subset includes yearly measurements of mole count, OCA2 status, eye color, base skin color, hair color, ethnicity (Hispanic or not Hispanic),and reported number of seaside vacations since birth for 472 children. Nevi ≥5mm were counted annually during a skin examination by health care providers trained annually from the study’s lead dermatologist. OCA2 status was measured by PCR amplification and genotyping of rs12913832 from DNA extracted from saliva. Eye color, base skin color, hair color, and ethnicity were recorded during the baseline visit at age 6. Number of seaside vacations since birth was assessed via an annual survey of the children’s parents where ‘waterside location’ was explicitly defined.

For the purposes of this analysis, only the mole count and number of seaside vacations reported from the baseline visit at 6 years of age was used. In PCA, genotype is treated as a continuous variable, whereas in PCR and PLS the dummy variables are treated as categorical.

***PCA***

The first step to principal component analysis is to calculate the covariance matrix of the data. Analysis of variances can be used to answer questions about whether the variable(s) in X have a relationship with Y. To begin, the mean of all the *m* variables from an *m x n* matrix, A, is calculated and stored in a single vector in , u:

μ⃗ =(1/(n−1)) (x⃗ 1+x⃗ 2+…+x⃗ n)

Then, the data can be re-centered/normalized by subtracting the mean vector from the matrix of observations:

B=[x⃗\_1−μ⃗ |…|x⃗\_n−μ⃗ ]

From the re-centered matrix, B, the covariance matrix, C, can be computed:

C =(1/(n−1))(BB^T)

C will be an m x m symmetric matrix (based on the properties of matrix multiplication) that contains the variance for each variable along the diagonal entries and the covariances between variables in the other entries of the matrix . Once the covariance matrix has been calculated, spectral theory can be applied to the matrix to calculate eigenvalues and produce orthogonal vectors.

Spectral theory states that for a symmetric matrix, S, there exists real eigenvalues and nonzero orthogonal vectors such that:

Av⃗ i=λiv⃗ i ,for i=1,2,…,n

These orthogonal vectors/eigenvectors are the principal components of the dataset.

***PCR***

Principal component regression can generally be explained by three steps: Frist, perform PCA (detailed above), then use ordinary least squares regression to regress the dataset with principal components as covariates to create a vector of estimated regression coefficients (if a PC contains extremely small eigenvalues with a high variance inflation factor, the PC can be omitted to address multicollinearity), and lastly, transform the estimated coefficients to the scale of the original covariates by multiplying the vector by the PCA loadings. This vector of coefficients represents the weights that reflect the covariance between predictor variables.

***PLS***

PLS is and PCR are similar in that both produce factor scores from linear combinations of the original variables. The difference between them is in how the scores are factored.

The general model for partial least squares regression decomposes the matrices of responses, Y, and the predictors, X, into projections U and T, respectively, which have maximal covariance between them. U and T are then transformed by the orthonogonal loading matrices Q and P, respectively. Error terms, F and E, are also added to both the response and predictor models. The resulting vector of coefficients from this method represents the weights that reflect the covariance structure between the predictor and response variables.

X = TP^T + E

Y = UQ^T + F

***Performing PCA, PCR, and PLS***

Data manipulation and linear regression analysis was conducted using R v3.6.1. to assess the contribution of different factors in mole count of 6 year-old children from Colorado. PCA was conducted using the princomp function from the package *stats* v3.6.1 (cor = T) /cite{stats}. PCR and PLS was performed with the pcr and plsr functions from the pls package v.2.7-2 /cite{pls}. Default settings were used for both analysis, with the addition of scale = T for PCR. Code for the entirety of this analysis can be accessed at \url{ <https://github.com/k2ferrier/MATH3191/blob/master/Final_project_lin_alg.Rmd>}.

**Results**

***PCA***

From the PCA biplot of PCs 1 and 2 in Figure #, it is clear that genotype corresponds to three different clusters where the red (0 in the figure legend), green (1), and blue (2) correlate to the genotypes gg, ga, and gg, respectively. Additionally, we can see that eyecolor, genotype, and haircolor all have similar direction and magnitude, though genotype shows the greatest magnitude of the three. Similarly, Hispanic and base skin color also show similar direction and magnitude of effect, where Hispanic has the larger magnitude in PC1 and base skin color has the larger magnitude in PC2. These groupings are unsurprising given their known biological relationship and provide further evidence supporting their collinear association. Gender and number of seaside vacations both show independent direction and magnitude of effect in these PCs.

Despite the presence of multicollinearity, the scree plot describing the percent variance explained as a function of number of PCs shows that all PCs have non-zero contributions in explaining the variance (Fig. #). This validates further investigation of the contribution of each factor in explaining mole count in principal component and partial least squares regression.

***PCR***

In PCR, the variable genotype is able to be treated as a factor in order to see if there is an effect from allele type on mole count. This brings the total number of variables in the model to 8 (the group mole\_count is not included as it is the response variable). Figure # shows a plot of the root mean squared error of prediction as a function of the number of PCs included. The lowest point, which corresponds to the highest predictive ability of the model, is at two PCs, suggesting that only the first two PCs are necessary to explain most of the variation in number of moles. The scatterplot of measured mole counts versus cross-validated predictions shows the regression line going through densest part of the data, though it does not predict higher mole counts well. Table # shows the estimated coefficients for each variable based on the PCR.

***PLS***

In the PLS model, the variable genotype is also treated as a factor. The root mean squared error of prediction as a function of PCs for the PLS regression shows its lowest point at 5 PCs (Fig. #). In contrast to the PCR method, PLS suggests that there are three more PCs necessary to have the highest prediction ability. Considering that the PCA step in PCR does not consider the response variable in calculating the covariance matrix, the difference in number of PCs is unsurprising. Figure # shows the scatterplot of measured mole counts versus cross-validated predictions for the PLS regression, which looks very similar to that of the PCR analysis. The consistent lack of fit between these models suggests that there are likely factors not included in the model that would better help to describe the variation for higher mole counts.

The estimated coefficients for each variable based on the PLS regression can be seen in Table #.

While the estimated magnitude between the two models is quite different, the direction of effect is consistent between models. Given that the PLS incorporates the response variable in its covariance matrix, the estimates from the PLS model are likely more accurate. To confirm this, an ordinary least squares regression was performed using the same response and predictor variables and the estimated coefficients match those of the PLS.

**Discussion:**

Principal component analysis (PCA) is largely known for its role as a data reduction technique. Here, principal components are used in two different methods, principal component regression (PCR) and partial least squares (PLS) regression, to address the problem of multicollinear or rank deficient data. This is particularly useful for high dimensional data sets which will often have multicollinearity between sets of columns. Although the moles dataset used as an example in this study is not high-dimensional, it does have highly correlated variables (eye color, hair color, and OCA2 genotype, and base skin color and Hispanic ethnicity). While is biological evidence supported the multicollinearity of these variables, the relationship between the variables can be validated with PCA. As expected, when PCA was conducted on the data ~5 groupings of the variables occurred between the first two PCs: (1) Eye color, hair color, and OCA2 genotype, (2) base skin color and Hispanic, (3) Gender, (4) number of seaside vacations, (5) mole count. At this point the variables eye color, hair color, and base skin color could have been excluded and an ordinary lease squares regression performed to assess the contribution of each remaining variable on number of moles a child has. However, there is likely variation in mole type that can be explained by eye color, hair color, and base skin color that are not due to their association with genotype or Hispanic status, respectively. Therefore, a regression that utilizes principal components can be used to address the question of interest while keeping the collinear columns in the analysis.

The first method of using PCs in a linear regression that was tested on the moles dataset was a principal component regression, in which the PCs from a PCA of all the variables except the response variable are used as covariates in the linear model. The use of or some of the PCs from a PCA in a linear regression can be beneficial when there is unknown structure underlying the data that can cause confounding, such as genetic ancestry in a genome wide association study. However, PCR is limited in its use for estimating coefficients of predictor variables. In PCR, the covariance matrix used to calculate the PCs uses only the distance between the predictor variables and does not consider the association between the predictors and the response. Thus, while the PCs constructed by PCR will be able to explain the variation in the data (as can be seen by a similar fit of the regression lines to the data between PCR and PLS methods), the estimated coefficients will be inaccurate in representing the relationship between the predictors and the response variable.

PLS regression is a more appropriate method of using factor scores for estimating the coefficients of predictor variables. Both PLS and PCR are methods that use factor scores determined by linear combinations of the original variables to construct PCs that represent the variability in the data. But, PLS constructs a variance-covariance matrix using information on the distance between the predictors and between the predictors and the response. The incorporation of the response variable in the construction of PCs in PLS makes it better suited for estimating the contribution of each predictor variable in explaining the variation of the response variable. This is most easily seen in the RSMEP plots (Fig # & #) where PCR suggests only 2 principal components are necessary to describe the majority of the variation in the data, while PLS suggests that 5 PCs are necessary. Furthermore, the estimated coefficients from PLS regression have much different magnitudes compared with the estimated coefficients from PCR. In comparison with coefficients estimated using an ordinary least squares regression, PLS is more accurate in representing the relationship between the predictors and the response (the estimated coefficients were exactly the same), as was anticipated.

**Conclusion:**

Principal components have a variety of applications in analysis of high-dimensional data. While principal component analysis is most well known for its data-reduction capabilities, it is also useful as a method for addressing datasets with multicollinearity. In the construction of PCs, linear combinations of the data are used to create factor scores, which ultimately result in orthogonal vectors (PCs) that represent the amount of variation explained by each variable. This means that even if the original data contains variables that are collinear, the PCs will be independent of each other.

Once PCs have been constructed from the data, they can be used in linear regression models to help account for underlying structure in the data that would otherwise confound the relationship between the main predictor variable and the response, or as a means to estimate the coefficients of each variable. If PCs are being used to account for unknown structure in the data, a linear regression using the first several PCs as covariates is appropriate. However, principal component regression is not appropriate for estimating coefficients of each predictor variable as the response variable is not incorporated in the calculation of the covariance matrix, and thus the relationship between the predictor and the response variable is not represented. Instead PLS, which is similar to PCR, is an appropriate method for estimating coefficients as the relationship between the response and predictors is incorporated in the creation of the PCs. In summary, PCA is a powerful, versatile tool for handling high-dimensional and collinear data, though depending on the purpose of PCs in downstream analysis, careful consideration should be used when determining how to construct them.
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