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Chapter 1

Introduction

1.1 Motivation

Dialect speakers are aware that there exist borders in the dialect landscape. This
is reflected in the dialect map of Daan and Blok (1969). In the Netherlandic part
of this map dialect borders are found on the basis of the arrow method. Dialects
which speakers judge to be similar are connected by arrows. Bare strips, where
no arrows are placed, show dialect area borders.

In Chambers and Trudgill (1998, p. 5) the dialect landscape is described from
the perspective of a traveler:

“If we travel from village to village, in a particular direction, we no-
tice linguistic differences which distinguish one village from another.
Sometimes the differences will be larger, and sometimes smaller, but
they will be cumulative. The further we get from our starting point,
the larger the differences will become.”

For the most part the villagers of two successive villages will understand each
other’s dialects very well, but the longer the chain, the greater the chance that
dialects on the outer edges of the geographical area are not mutually intelligible.

“At no point is there a complete break such that geographically adja-
cent dialects are not mutually intelligible, but the cumulative effect of
the linguistic differences will be such that the greater the geographical
separation, the greater the difficulty of comprehension.”

We illustrate this by a set of 27 dialects, found on a straight line from the
northeast to the southwest in the Dutch language area. The locations of the
dialects are shown in Figure 1.1. For each variety pronunciations for the words
wign ‘wine’, potten ‘pots’ and deur ‘door’ are given in Figure 1.2. The transcrip-
tions are taken from the Reeks Nederlandse Dialectatlassen (Blancquaert and

1



2 CHAPTER 1. INTRODUCTION

Peé, 1925-1982). Assume we travel from Scheemda to Bellegem. In Scheemda
we notice that the three words are pronounced as [vin], [potn] and [dgire]. These
pronunciations remain about the same until we arrive in Putten. In this location
deur is pronounced as [dg=°r]. The final [o] is lost. Going one location further,
we arrive in Amersfoort. In Amersfoort potten is pronounced as [pote]. The final
[n] is replaced by a schwa. Traveling further we find that wijn is pronounced
as [wa'n| in the variety of Driebergen. The monophthong [i] is replaced by the
diphthong [a']. In the following locations of Vianen and Hardinxveld the strongly
related diphthongs [a''] and [al] are used, but in Zevenbergen the diphthong [¢]
is used. In Oudenbosch and Roosendaal the strongly related diphthongs [&!] and
[e"] are used. However in Ossendrecht we find the monophthong [e]. In the
subsequent locations the same or a strongly related sound is found. When we
arrive in Moerbeke, we notice that potten is pronounced as [potn]. The final [o]
is replaced by [n].

During our travel, other small changes are also observed, but in the description
which we gave here we focused on the more systematic ones. We found that
systematic changes did not appear in the three words simultaneously, but the
changes are found at different places in the chain. It is not the case that the
landscape is divided perfectly into areas of nearly homogeneous speech habits,
instead the dialect landscape we study may be regarded as a continuum. Both
Bloomfield (1933, p. 51) and Chambers and Trudgill (1998, p. 5) mentioned
that differences accumulate if one travels in any one direction. This may be the
perception of the traveler, but in reality this is not always the case. For example
potten is pronounced as [potn] in the Northeast, as [pote] in the middle, but as
[potn] in the Southwest again.!

On the one hand, dialect speakers find borders, but on the other hand, the
traveler finds a continuum with gradual transitions which are sometimes larger
and sometimes smaller. The one does not necessarily exclude the other. Dialect
borders bound the dialect continuum which was investigated by the traveler.
Bloomfield (1933, p. 51) defines a dialect area as a “geographic area of gradual
transitions.” Chambers and Trudgill (1998, p. 7) call such an area a geographic
dialect continuum.?

Considering the Netherlandic part of the map in Daan and Blok (1969), we
find that this small area is divided into no less than 20 dialect areas or dialect
continua (approximately 40,000 km?). In Chambers and Trudgill (1998, p. 6) a
map of Europe is given. In this map Europe is divided into five dialect continua:
the Scandinavian dialect continuum, the West Germanic dialect continuum, the
West Romance dialect continuum, the North Slavic dialect continuum and the

!The final [n] in the Northeast and the final [n] in the Southwest are probably different
notations of different transcribers of the same phenomenon.

2 An investigation to the relation between dialect areas and dialect continua on the one hand
and geography on the other hand with the Chambers-Trudgill traveler as starting point can be
found in Heeringa and Nerbonne (2001).
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Figure 1.1: Locations of 27 Dutch dialects which may be visited by a traveler
who walks from the northeast to the southwest.
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vin potn  ders
Uin&otr} dera
vin potn “dg:wr

vin potn  deeira
vin potn  deirs
vin_potn  dgiro
_—vin pg)tn\dg:re
vin potn  deiro
Ui'rﬂl}\potrll‘ dgira
vin/potn  dgirs
U’i,nppotn degiro

vin=potn  deror
S
vip pote‘} dorer
wam  potd do't

S ‘\ ug'ir&/_,-pots\,\dﬂ:r
7o
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> <9

o wein  puto  deir

vein puto  derr
we'in,  pota  do
NN iy

WEn—potoy dor
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L...o»/p - j
wen putn  dere

wen putn  derd
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~wim potn der
wen' \potn dort

Figure 1.2: Variation of the words deur ‘door’, potten ‘pots’ and wijn ‘wine’ as
perceived by a traveler who starts in the northeast and ends in the southwest.

Extra-short sounds are noted in superscript. The transcriptions correspond with
the locations in Figure 1.1.
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South Slavic dialect continuum. Compared to this European map, the borders
on the Dutch map mark weak differences, and the Netherlandic area is just a
small piece of the larger West Germanic dialect continuum. The comparison
of the two maps shows that the meaning of the terms border and continuum
depends on the degree of detail in which the dialect landscape is investigated.
Dialect speakers themselves will be sensitive to relatively small differences, while
a ‘foreign’ traveler may regard the dialect landscape more globally.

In this thesis we present a method for finding dialect borders and exploring
dialect continua for any given degree of detail. For this purpose we need a ‘ruler’
with which the linguistic distances between any pair of dialects can be measured
in an objective way. The first to develop a method of measuring dialect distances
was Jean Séguy, assisted and inspired by Henri Guiter. Séguy and his associates
published six volumes of the Atlas linguistique de la Gascogne. Using the data
in this atlas, Séguy and his research team counted “the number of items on
which the neighbors disagreed” for each pair of contiguous sites. The number
of disagreements between two neighbors was expressed as a percentage. This
percentage represented the linguistic distance between two varieties (Chambers
and Trudgill, 1998, p. 138).

At about the same time Hans Goebl worked on methods for measuring dialect
distances which are strongly related to the methodology of Séguy. The basis
of the work of Goebl was developed mainly independent of Séguy, and can be
characterized by three innovations. First, Goebl searched for close connection
to the international numerical classification. Second, methods from the field
of geography and cartography were taken into account. Third, starting with a
consistent setup of theoretical fundamental questions about classification, data
compression and typology Goebl came to real philosophical questions. Especially
the issue of data compression is a matter of major concern for interdisciplinary
research. More about the work of Goebl can be found in Goebl (1982, 1984, 1993,
2002).

In 1995 Kessler used the Levenshtein distance for finding linguistic distances
between dialects (Kessler, 1995). The Levenshtein distance is a sensitive measure
with which distances between strings (in this case transcriptions of word pronun-
ciations) are calculated. The algorithm finds the cost of the least expensive set
of insertions, deletions or substitutions that would be needed to transform one
string into the other (Kruskal, 1999). Kessler applied this measure successfully
to Irish Gaelic. Due to its sensitivity we find the Levenshtein distance promising
and use this measure as well. In our research we improved the method further.
The goal of this thesis is to show that the Levenshtein distance is a useful tool for
measuring dialect word pronunciation distances, and thus for measuring dialect
distances. We will show different ways in which the Levenshtein distance can be
refined, validate the method and apply it to different data sets.
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1.2 Overview

In Chapter 2 we give an overview of the main methods for showing geographical
distribution patterns. They can be divided into traditional methods, perceptual
methods and computational methods. In the section about computational meth-
ods (Section 2.3) we discuss among others the corpus frequency method (developed
by Hoppenbrouwers and Hoppenbrouwers (2001)), the frequency per word method
and, of course, the Levenshtein distance. This range of methods reflects different
steps of improvement. The corpus frequency method treats a list of words simply
as a set which contains a large number of segments. The method does not dis-
tinguish between different words and does not consider different segment orders.
The frequency per word method distinguishes different words but still does not
consider the order of segments in a word. The Levenshtein distance distinguishes
different words and takes the order of segments in a word into account. Although
the Levenshtein distance is the focus of this thesis, the two other methods will
be involved indirectly.

In our research dialects are compared on the basis of word pronunciations. A
word pronunciation consists of the concatenation of speech segments. When at-
tempting to quantify distances in pronunciation between dialects, we need to base
our measurements on the relations among different speech segments. In Chapter 3
these relations are found on the basis of discrete representations. First we discuss
a representation where speech segments are simply equal or not equal, excluding
graduations. Second we discuss the use of feature descriptions of phoneticians
and phonologists from which we derive finer segment distances. The different
discrete representations are used for all of the three computational comparison
methods we mentioned above. In Chapter 4 the relations among segments are
determined on the basis of acoustic representations. Acoustic representations
cannot be used for frequency-based methods, so we used them in the Levenshtein
distance only.

In Chapter 5 Levenshtein distance is described. First we describe the applica-
tion of Levenshtein distance to transcriptions of word pronunciations. When us-
ing transcriptions the segment distances are used as determined in the Chapters 3
and 4. Second we explain the application of Levenshtein distance to acoustic re-
cordings of word pronunciations. When using recordings of words a transcription
is only used for finding the number of segments per word. The segment distances
as measured in the Chapters 3 and 4 are not used.

Once the distances between dialects are calculated, the varieties can be clas-
sified. Classification results show relations between elements in a way which is
easy to understand. Different classification techniques are discussed in Chapter 6.
First we discuss cluster analysis, the result of which perfectly agrees with the idea
that the dialect landscape can be divided by borders. The result is a dendrogram,
a hierarchically structured tree in which the varieties are the leaves. In this tree
for each degree of detail the number of groups can be found. The groups can be
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drawn on a geographic map. Second we discuss multidimensional scaling. The
result of this technique is a plot, where the geographic distance between kindred
varieties is small, and between different dialects great. On the basis of multi-
dimensional scaling results a map can also be made in which each dialect has
its own unique color and in which color contrasts represent linguistic differences.
This type of representation perfectly agrees with the idea of the traveler who
has traversed the dialect continuum, perceiving sometimes larger and sometimes
smaller differences.

Using different computational comparison methods on the basis of different
segment representations, the question arises which methods are most suitable
in general. In Chapter 7 different versions of frequency-based methods and the
Levenshtein distance are validated by applying them to a small set of 15 Norwe-
gian varieties and comparing their results with the judgments which are given by
the dialect speakers themselves. Subsequently, the method which appears to be
the best method is applied to a larger set of 55 Norwegian varieties in Chapter 8.
On the basis of distances which are found with this method we apply cluster ana-
lysis and multidimensional scaling. The results are compared to the traditional
map of Skjekkeland (1997). In Chapter 9 the same computational comparison
method is applied to a set of 360 Dutch dialects. First the distances between
the varieties are calculated, and on the basis of these distances cluster analysis is
applied and multidimensional scaling is performed. The results are compared to
the map of Daan and Blok (1969). Second the varieties are compared to Stand-
ard Dutch and a ranking of differences with respect to Standard Dutch is given.
Finally conclusions are drawn and future prospects are given in Chapter 10.
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Chapter 2

Overview of methods in
dialectology

The awareness of the existence of different dialect areas dates at least since the
Middle Ages, as appears from an example cited by Niebaum and Macha (1999,
p. 76). About 1300 the Franconian Hugo von Trimsberg mentioned in his didactic
poem “Der Renner” in chapter “Von manigerleie sprach” (Von Trimberg, 1970,
p. 220 ff.) a list of dialect groups. The speakers of the groups are characterized
by slogans. However, the oldest known attempts to find dialect divisions in a
more scholarly way dates from 1821. In France C. F. Dupin suggested drawing
dialect maps in 1814, and in 1821 the first French dialect map was created by
Coquebert de Montbret (Weijnen, 1966, p. 188). In the same period in Ger-
many J. A. Schmeller published a dialect map as a résumé of his grammatical
description of the “Mundarten Bayerns” (Niebaum and Macha, 1999, pp. 52-54).

In this chapter, we will give a brief overview of the main methods for show-
ing geographical distribution patterns. We divided them in traditional methods
(Section 2.1), perceptual methods (Section 2.2) and computational methods (Sec-
tion 2.3). We do not pretend to give a complete overview, but just give some
outlines to locate our research within the scholarly field. For more details we
refer to Weijnen (1966), Goossens (1977), Inoue (1996a), Inoue (1996b), Cham-
bers and Trudgill (1998), Niebaum and Macha (1999) and Hoppenbrouwers and
Hoppenbrouwers (2001). At the end of this chapter we account for our decision
to use the Levenshtein method (Section 2.4). This method is the central theme
in this thesis.
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2.1 Traditional methods

2.1.1 Tribes and intuition

The oldest dialect classifications were based on knowledge about dialectal con-
trasts and intuition, and tried to demonstrate a connection with early tribal
history. The Dutch language area could be divided into Frisian, Saxon and
Franconian, a division given by Winkler (1874). Transition areas are also iden-
tified. Following the proposals of Winkler, Jellinghaus (1892) created a map
in which dialect areas are separated by lines. Similar maps were published by
Te Winkel (1901), Van Ginneken (1913) and Lecoutere and Grootaers (1926), in
which the different dialect areas were given different colors. The color distinc-
tions give a visual representation of the borders between different dialect areas.
Therefore, Goossens classifies the maps just mentioned under the ‘plane method’.
However, this is not helpful since this term points to the visualization of the clas-
sification, not to the classification method itself. We agree with Hoppenbrouwers
and Hoppenbrouwers (2001) who order these maps under ‘tribal divisions’.

2.1.2 The isogloss method

In the field of meteorology isotherms play an important role. An isotherm is a
line on a map connecting places having the same temperature at a given time or
on average over a given period (OUP, 1998). Using an idea similar to isotherms,
the field of geolinguistics uses isoglosses. An isogloss is a line on a map dividing
areas whose dialects differ in some specific respect (Matthews, 1997). The equi-
valents of ‘chicken’ in the Dutch language area are a good example of a lexical
isogloss. In the west and midland areas of the Netherlands, the dominant pro-
nunciation is [kipo] (or something related), but in the east along the border with
Germany the word is [hundor] or something related. An example of a pronunci-
ation isogloss can be found in the pronunciation of the final syllable in the Dutch
word dopen ‘to baptize’, which is pronounced as [dopm] in the northeastern part
of the Netherlands and the western part of Flemish-speaking Belgium, and as
[dope] in the intervening area and in Frisian (the northwest of the Netherlands).
Using the isogloss method, isoglosses of different phenomena are drawn on a map.
Coinciding isoglosses are interpreted as borders. The two main Dutch isogloss
maps were made by Weijnen, where the first is published in Weijnen (1941) and
the second in both Weijnen (1958) and Weijnen (1966).

The advantage of an isogloss map is that it shows verifiable facts. However
Goossens (1977) mentioned that the isogloss method cannot be applied without
making subjective choices. This fact is described in more detail by Kessler (1995)
who mentioned three problems when trying to find dialect areas on the basis of
isoglosses. First isoglosses do not always coincide. They can be parallel, forming
vague bundles, or even cross each other, describing contradictory binary divisions.
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In this connection we mention the famous Rhenish fan, as described by Bloomfield
(1933, pp. 343-345).! Features separating Low German and High German form
nearly coincident isoglosses for much of their length, but then they diverge at the
Rhine valley (see also Chambers and Trudgill (1998)). In practice, well-known
isoglosses which form bundles are selected, but this makes the method subjective.
A second problem Kessler mentioned is that many isoglosses do not neatly bisect
the language area. Often variants do not neatly line up on two sides of a line,
but are intermixed to some degree. Furthermore, information may be lacking
for some sites, or the question is not applicable. Kessler illustrates this by an
example. “When comparing how variuos sites pronounce the first consonant of a
particular word, it is meaningless to ask that question if the site does not use that
word.” The third problem which Kessler pointed out is the fact that in case of a
dialect continuum with very gradual changes, it seems arbitrary to draw major
dialect boundaries between two villages with very similar speech patterns. Most
languages have dialect continua.

2.1.3 The structure geographic method

A language area can be divided in dialect areas on the basis of structure geo-
graphical data. Dialects with the same phoneme inventory form a dialect area.
So each dialect area is characterized by its own phoneme inventory. Structure
geographic classifications can also be made by lexical, syntactic or morphological
data. Until now, the structure geographic method has only been used for smal-
ler areas. Several examples of classifications on the basis of especially phoneme
structures exist. Moulton (1960) classified dialects in northern Switserland on the
basis of short vowel systems. In 1960 Wortmann investigated the development of
the Middle Low German é and 6 sounds in the Westphalian area. On the basis
of this research Foerste (1960) made a structural phonologic classification of the
Westphalian dialects. A corresponding map is also given by Niebaum and Macha
(1999, p. 83). Heeroma (1961) published a map in which the northeastern part
of the Netherlands is divided on the basis of systems of the long vowels from
the aa and ie series. Goossens (1965) applied the structure geographic method
to material from the Reeks Nederlandse Dialectatlassen (RND) (Blancquaert and
Peé, 1925-1982), a series of atlasses covering the Dutch dialect area (The Nether-
lands, north Belgium, northwest France and the German county Bentheim) (see
Section 9.1). In 1965 only the RND parts covering the northwestern and the
southern part were finished. Goossens investigated whether it is possible to find
the phoneme system of a dialect on the basis of the corresponding transcription
in the RND. For a west Flemish dialect, a west Brabant dialect, an east Brabant
dialect, a west Limburg dialect and an east Limburg dialect he made a matrix
where the rows represent different short vowel segments as found in the RND

1See Niebaum and Macha (1999, pp. 100-101) for a clearer visualization of the Rhenish fan.
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transcription, and the columns short vowel phonemes as given in literature about
that dialect. In the matrix for each segment-phoneme pair the number of times
that the segment in the transcription is noted as the phoneme in the literature
is given. Goossens concluded that the RND transcriptions form mostly suitable
material for the use of the structure geographic method. Furthermore, Goossens
divided the central dialects in the southern part of the Dutch language area on
the basis of different vowel inventories. Only the /i/, /it/, /1/, /¢/, /ee/ and /a/
were considered (see p. 30). He found a division in south Brabant, northwest
Brabant, east Flemish and Zeeland dialect groups.

Goossens (1977, p. 169) pointed out that differences in phoneme inventories
do not form sufficient information for finding dialect areas. Different dialects
may have the same phoneme inventory. Kocks (1970) was also faced with this
problem when he classified dialects in and around the southeastern part of the
Dutch province of Drenthe on the basis of phoneme inventories. His solution
was to use the frequencies of phonemes, found on the basis of translations of
163 words which he retrieved for several places. Actually he applied the phone
frequency method, which we discuss in Section 2.3.2.

2.2 Perceptual methods

2.2.1 The arrow method

In 1939, the Department of Dialects of the Royal Netherlands Academy of Sci-
ences and Letters in Amsterdam, which has about 1500 correspondents in all
parts of the county, held a survey in which the following questions were asked:

1. In which nearby location(s) do people speak the same or nearly the same
dialects as yours?

2. In which nearby location(s) is it absolutely certain that a dialect different
from yours is spoken? Could you mention some deviations?

In 1946 Weijnen published a map which was constructed on the basis of the
first question in this survey. On the map, places in which, according to the
speakers, (nearly) the same dialects are spoken are connected by arrows. In that
way, white strips arise where there are no arrows; these are the dialect borders
(Weijnen, 1966). This approach is called the arrow method and aims to find
dialect areas and borders on the basis of the language awareness of the dialect
speakers.

Later, on the basis of the same survey, an arrow map was published for the
Netherlands by Rensink (1955). For this map as well only the first question was
used. Rensink stressed that the map should be regarded as a temporary result.
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A definitive map, based on the same survey, the same question and the same
area was published by Daan and Blok (1969). To cover the complete Dutch
language area, the Flemish part of Belgium was also included. However, because
the Belgian dialectologists did not have such a large group of correspondents
at their disposal, a different procedure was applied. Language geographers who
often belonged to dialect-speaking groups themselves were consulted. According
to Daan and Blok this gave sufficient certainty that in this region the experience of
the dialect speaker was properly expressed too. It was convenient that the South-
Netherlandic dialects are usually regarded as more homogeneous than those of
the North (p. 43).

In the map of Daan each dialect area has its own unique color. The colors are
more or less intuitively chosen, but fit with the tribal division into Frisian (blue),
Saxon (green) and Franconian (white, yellow, orange, red). In the (nearly) white
area the dialects which are closest to Standard Dutch are found. The choice of
the colors corresponds to a gradually increasing divergence from Standard Dutch.

Sometimes the user of the arrow method had to correct the results. According
to Goossens (1977) this means that the designer did not trust his or her own
method. Indeed the designer made corrections (see p. 31 of Daan and Blok
(1969)). However, these are made:

1. in case of a very low response of correspondents for an area, e.g. Drenthe;

2. in case of contradictory responses, i.e. speakers at location A judge the
dialect at location B as the same, but not vice versa.

In these cases dialectologists were consulted, tape recordings were examined or
literature was consulted. If none of this was possible, the designer personally went
to the area to find the right border. The fact that corrections led to consulting
expert opinion rather than further subjective judgments suggests that the latter
were regarded as general indications.

A disadvantage of the arrow method is that the method cannot be used for
comparing dialect areas which are clearly related but do not border on each other.
Such situations exist as a result of migration or emigration.

2.2.2 Perception experiments

Distances between varieties can be obtained on the basis of a perception ex-
periment. Gooskens (1997) investigated perceptual distances between Standard
Dutch and some Dutch varieties (some dialects and standard Flemish), focusing
on the verbal level and the prosodic level. Subjects listen to a series of fragments
and rate the similarity with respect to Standard Dutch with a number between
1 and 10, where 1=language variety in question and 10=Standard Dutch.

Just as perceptual distances of varieties with respect to a standard language
can be obtained, mutual perceptual distances between varieties can be measured.
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This is showed by Gooskens (2002) on the basis of 15 Norwegian dialects. In each
of the 15 places listeners listen to fragments of each of the 15 varieties. While
listening to the dialects the listeners were asked to judge each of the 15 dialects on
a scale from 1 (similar to native dialect) to 10 (not similar to native dialect). In
this way a perceptual distance matrix is obtained, on the basis of which cluster
analysis (see Section 6.1) and multidimensional scaling (see Section 6.2) was
performed. The experiment is described in more detail in Section 7.4.1.

2.3 Computational methods

2.3.1 Counting differences or similarities

Jean Séguy was director of the Atlas linguistique de la Gascogne. He and his
associates published six atlas volumes. In these volumes maps are published
in which single answers were plotted (Chambers and Trudgill, 1998, p. 137).
However, Séguy looked for a way to analyse the maps in a more objective way than
was possible with traditional analytic methods. For each pair of contiguous sites
Séguy and his research team counted “the number of items on which the neighbors
disagreed.” The number of disagreements between two neighbors was expressed
as a percentage, “and the percentage was treated as an index score indicating
the linguistic distance between any two places” (Chambers and Trudgill, 1998,
p. 138).

The items fell into five types: 170 lexical variables, 67 pronunciation, 75
phonetic/phonological, 45 morphological, and 68 syntactic. Séguy weighted all
types equally by calculating percentages for each type rather than for each item.
The final linguistic distance was calculated as the mean of the five percentages.
Séguy and his team calculated the linguistic distances for each item, for each item
type and for the composites. They were plotted on maps, which can be found in
the last ten pages of the sixth volume of the atlas which was published in 1973.

To make dialect areas more or less visible, Séguy and his associates divided the
percentages in four classes: under 13 %, 14-17 %, 18-23 %, and over 23 %. On a
interpretive map these classes are represented by respectively unmarked, dotted,
light and heavy line-types. “The patterns of lines divided Gascony into regions
of greater dialect diversity and regions of relative homogeneity” (Chambers and
Trudgill, 1998, p. 140).

Strongly related to the methodology of Séguy is the work of Goebl, although
the basis of Goebl’s work was developed mainly independent of Séguy. Our
description of the work of Goebl is based on Goebl (1982) and Goebl (1993). As
data source in his work he used [’Atlas Linguistique de [’Italie et de la Suisse
Méridionale (AIS) which was compiled by Karl Jaberg and Jakob Jud in about
the first quarter of the 20th century. From this atlas he selected 251 varieties
and 696 working maps. This means that for each dialect and for each of the 696
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items a nominal value is given. 569 working maps represent lexical variation and
127 working maps represent morpho-syntactic variation. Comparable to the way
in which Séguy calculated distances, Goebl calculated similarities. The similarity
between two variaties based on 696 item pairs as a percentage is calculated as:

1 inal val
#equal nominal values « 100

#equal nominal values 4+ #different nominal values

In order to provide different visualizations, distances are also calculated. They
are found as the complement of the similarities: 100 — stmilarity percentage.

On the maps the basic grid consists of 251 polygons, found using the Thiessen
geometry, a technique based on the idea of drawing tiles around points so that tiles
are as evenly apportioned as possible. In Goebl (1993) three types of maps are
shown, namely choropleth maps, interpoint maps and beam maps. A choropleth
map is a map which is divided into spatial units, and each unit is shaded or
colored to the value of a variable for that area. In the work of Goebl choropleth
maps are often used for visualizing similarity with respect to a reference variety.
Interpoint maps visualize distances between neighboring dialects. The darker
the ‘wall” between two adjacent polygons, the greater the distance between the
corresponding varieties. This way of visualizing is called the honeycomb method
(Inoue, 1996b). The counterpart of this visualization technique is the beam map,
which is the same method as used by Séguy. Close dialects are connected by
darker beams, and more remote ones by lighter beams.

Just as in the work of Séguy and his associates, Goebl’s distances are divided
into classes. On the maps, each class has its own shade or color. For the division
into classes three procedures are mentioned: MINMWMAX, MEDMW and MED.
In the MINMWMAX procedure the range from the minimum (MIN) to the mean
(German: ‘Mittelwert’” = MW) is divided in n equally sized classes and the
range from the mean to the maximum (MAX) is also divided in n equally sized
classes. This gives n + n intervals, based on the percentages of overlap. Using
the MEDMW procedure the range from the minimum to the mean is divided in
n classes so that each class contains the same number of different percentages.
Next the range from the mean to the maximum is also divided in n classes so
that each class has the same number of different values. We get n 4+ n intervals
again. In the MED procedure the range from minimum to maximum is divided
in n classes so that each class contains the same number of different values.

In Goebl’s work cluster analysis is also performed on the basis of the distances
using complete linkage (see Section 6.1). The 24 most significant groups are drawn
on a map, where adjacent polygons of different groups are separated by a dark
‘wall’, while neighboring polygons of the same group are separated by a light line.

Since 1993 Goebl’s group has considerably expanded their empiric founda-
tions with the inclusion of a number of new linguistic atlasses. First the Atlas
linguistique de la France (ALF) has been entirely dialectometrized. This atlas
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was compiled by J. Gilliéron and E. Edmont in the period 1902-1920. In Fig-
ure 2.1 an interpoint map is shown on the basis of the ALF data. It shows
distances between 640 varieties. In Figure 2.2 a choropleth map is given which
shows the distances of 640 varieties with respect to Standard French using the
ALF data as well.? More about the ALF can be found in Goebl (2002). In 1985
Goebl started a project with the goal of compiling a linguistic atlas of Dolomitic
Ladinian and neighbouring Dialects. A collaborator of Goebl, Roland Bauer has
undertaken the dialectometrization of the first part of the Atlante linguistico del
ladino dolomitico e dei dialetti limitrofi (ALD-I). This atlas was published by
Hans Goebl, Roland Bauer and Edgar Haimerl in 1998.

More about the work of Goebl and his associates can be found at http:
//ald.sbg.ac.at/dm/.

2.3.2 Corpus frequency method

In 1988 the Hoppenbrouwers brothers (H & H) introduced the feature frequency
method (Hoppenbrouwers and Hoppenbrouwers, 1988). Our description is based
on their most mature publication (Hoppenbrouwers and Hoppenbrouwers, 2001).
This section is based on an extended analysis of their work (Heeringa, 2002).

The letter frequency method and the phone frequency method are prede-
cessors of the feature frequency method. Using the letter frequency method for
each language variety the unigram frequencies of letters are found on the basis
of a corpus. Such a corpus is a sample of letters. Since not all samples have
the same size, the frequencies should be expressed as percentages. The distance
between two languages is equal to the sum of the differences between the corres-
ponding letter frequencies. H & H verify that this approach correctly shows that
the distance between Afrikaans and Dutch is smaller than the distance between
Afrikaans and the Samoan language. H & H correctly pointed out that different
spellings do not always represent different pronunciations (e.g. Dutch academie
versus Frisian akademy), and equal spellings not always represent equal pronun-
ciations (e.g. English we versus Dutch we), “observations” that show the limits
of this approach.

A more phonetically oriented approach is the phone frequency method, in
which phonetic texts are used. H & H write (on p. 1) that they started ten years
ago with an experiment using texts from The Principles of the International
Phonetic Association (1949). In this pamphlet for 51 languages a translation of
the fable ‘The North Wind and the Sun’ is given in phonetic (IPA) script. For
each text the frequencies of phones are determined. However, this approach also
deserves comment. Assume we have three languages with the following phone
percentages:

2Since color printing is expensive, the Figures 2.1 and 2.2 show black-and-white versions of
the color maps which can be found in Goebl (2002) on pp. 40 and 41 respectively.
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Figure 2.1: Example of an interpoint map based on 1687 working maps of the
ALF and created by Goebl’s research team. Darker and thicker lines separate
different varieties, lighter and thinner lines separate more related ones. The 1792
distances are divided in eight classes according to the MEDMW algorithm. Each
class has its own thickness and darkness.
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Figure 2.2: Example of an choropleth map based on 1687 working maps of the
ALF and created by Goebl’s research team. The map shows the distances of
640 varieties with respect to Standard French. The distances are divided in six
classes according to the MINMWMAX algorithm. Each class has its own shade.
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[¢] [1 [u]

language 1 | 100 % 0 % 0 %
language 2 0 % 100 % 0 %
language 3 0 % 0 % 100 %

Using the phone frequency method there is no basis to conclude that language 1
and language 2 are more related than language 1 and language 3 or language 2
and language 3. H & H wrote that they soon had the insight that a more refined
approach was desirable. Therefore, they developed the feature frequency method

Speech sounds can be described by a range of distinctive features. For example
vowels may be pronounced in front, in the middle or in the back of the oral
cavity (described by the features front and back), or they can be pronounced
with the tongue low, central or high (described by the feature low), or they can
be pronounced with spread or rounded lips (described by the feature round). If
we have a transcription we can count the number of sounds pronounced in front
of the oral cavity, the number of low sounds, or the number of sounds pronounced
with rounded lips. In other words: we find the feature frequencies. On the basis of
a transcription, the feature frequency method finds the frequencies for the series
of features which are fixed in advance. The result is a histogram. The frequencies
are expressed as percentages. The distance or similarity between two histograms
may be calculated in different ways (see Section 3.6). H & H calculated the
similarity by using the Pearson’s correlation coefficient.

Finding the frequencies of the features, all speech sounds which can appear
in the transcriptions must be defined in terms of features. Therefore, the right
features have to be selected. H & H selected The Sound Pattern of English
(SPE) (Chomsky and Halle, 1968) as starting point, an articulation-based system.
H & H applied their method to material from the RND. Therefore, they modified
and extended the SPE system so that with the use of this system the RND
material is done justice as much as possible. A more detailed description of this
feature system can be found in Section 3.1.2.

Once a similarity matrix is obtained, each variety is defined as a vector of
similarity values with respect to all other varieties and to itself. Between each
pair of two vectors the Euclidean distance can be calculated (see Section 3.6).
In that way a distance matrix is obtained. On the basis of this distance matrix
cluster analysis was applied, where H & H used average linkage (between groups)
(see 6.1).

In the RND for each variety the same 139 sentences have been translated
and transcribed in phonetic script. H & H selected 156 varieties. They added
Standard Dutch, the dialect of the Amsterdam quarter of the Jordaan, and two
adjusted RND transcriptions of Zwolle and Scheveningen. Comparing the H & H
results with traditional results, Frisian and Saxon emerge clearly as groups, but
the Franconian dialects are split into a Limburg group and a group of remaining
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dialects. In Figure 2.3 the locations of the 156 varieties are given. In Figure 2.4
for each location which of the ten main groups the variety belongs to can be
seen. H & H distinguish between core dialects and edge dialects. On the map
core dialects are given in upper case and edge dialects in lower case.

Heeringa (2002) reviews Hoppenbrouwers and Hoppenbrouwers (2001). The
review shows that it is possible to build a clone of H & H’s computer program
‘Polyphon’ on the basis of the description given by H & H. With this clone very
similar results were obtained.

2.3.3 Frequency per word method

A disadvantage of the corpus frequency method is that is does not attach any
significance to words. Therefore, the frequency per word method was developed
which considers words as separate entities. The frequency per word method was
examined in Nerbonne and Heeringa (1998), and later in Nerbonne and Heeringa
(2001). With this method two words are compared exactly in the same way H & H
compared two corpora. As we saw in Section 2.3.2 the phonetic transcriptions
may be compared to each other by comparing histograms of phone frequencies
or feature frequencies, where the frequencies are expressed as percentages.

Just as in H & H’s work, the frequency per word method was applied to ma-
terial of the RND. However, rather than using the complete texts (and complete
sentences), for each text, a selection of the transcriptions of the same words was
made. For each variety a word list was made. When n words are selected, the
comparison of two varieties results in n word distances. The dialect distance is
found by dividing the sum of the word distances by the number of examined word
pairs. In this way we get a distance matrix on the basis of which cluster analysis
or multidimensional scaling can be applied (see Chapter 6).

This method was never developed extensively because it is overshadowed by
the methodologically superior Levenshtein distance, which we present in Sec-
tion 2.3.4. However, in validation work it offers the possibility of showing that a
word-based approach performs significantly better than a corpus-based approach
(see Chapter 7). More details about word based dialect comparison as applied in
our research can be found in Chapter 5.

2.3.4 Levenshtein distance

A disadvantage of the frequency per word method is that this method is not
sensitive to the order of phonetic segments in a word. The better alternative
for finding word distances is to use the Levenshtein distance, which considers
for each word its sequential structure. In 1995 Kessler introduced the use of the
Levenshtein distance as a tool for measuring dialect distances (Kessler, 1995). He
applied it successfully to Irish Gaelic.
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Figure 2.3: The locations of the 156 varieties which were selected from the RND
by the Hoppenbrouwers brothers.
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Figure 2.4: The main division of the Dutch dialects according to the fea-
ture frequency method of the Hoppenbrouwers brothers distinguishes ten
areas: fr=Frisian, sa=Saxon, ov=Overijssel, nh=Noord-Holland, zh=Zuid-
Holland, ze=Zeeland, nb=Noord-Brabant, Ib=Limburg, bb=Belgian Brabant,
vl=Flemish. Core dialects are given in upper case, and peripheral dialects in
lower case. The corresponding names of the locations can be found in Figure 2.3.
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The Levenshtein distance is a numerical value of the cost of the least expensive
set of insertions, deletions or substitutions that would be needed to transform one
string into another (Kruskal, 1999). The simplest technique is phone string com-
parison. In this approach all operations have the same cost, e.g., 1. In Kessler’s
approach when two phones are basically equal but have different diacritics, they
are regarded as different phones. So [a] versus [a:] costs 1 unit just as [a] versus
[p] costs 1 unit.

In the above technique it is not possible to take into account the affinity
between phones that are not equal, but are still related. Methods based on
phones will not regard the pair [b,p] as more related than [a,p]. This problem
can be solved by replacing each phone by a bundle of features, just as in the
feature frequency method. A feature bundle is a range of feature values. For
each of the corresponding features a value is given which indicates to what extent
that property is instantiated (see Section 2.3.2). Since diacritics influence feature
values, they likewise figure in the mapping from transcriptions to feature bundles,
and thus automatically figure in calculations of phonetic distance. The resulting
metric is called feature string comparison.

Using the phone string comparison Kessler calculated Levenshtein distances
not only when words are phonetic variants of each other, but also when they
lexically differ. He called this the all-word approach. However, when he used the
feature string comparison, not only the all-word approach was used, but also an
approach was used in which the Levenshtein distance is only applied when words
are phonetic variants of each other. Kessler called this approach the same-word
approach.

Kessler applied the Levenshtein distance to data from the Linguistic Atlas
and Survey of Irish Dialects. This atlas was compiled by Heinrich Wagner and
published in 1958. In the atlas the dialect pronunciations are presented in a very
narrow phonetic transcription based on the International Phonetic Alphabet.
Kessler used 95 varieties and selected 51 concepts for each. Using the Leven-
shtein distance he calculated the distances between the dialects. On the basis
of these distances cluster analyses were performed. The distance between two
clusters was calculated as the average distance between all pairs of elements that
are in the different clusters. The resulting dialect areas were continuous, aligned
with traditional provincial boundaries and agreed with commonly accepted tax-
onomies. Kessler notes that dialect groupings at narrower levels were unstable,
but explained this by the relatively small number of concepts on which the dis-
tance metrics were based (51). In this context Kessler refers to Séguy (1973) who
cites empirical research suggesting that general dialectometry requires about a
hundred concepts. Séguy (1973 and elsewhere) developed dialectometry based
on measures of lexical overlap.

The Levenshtein algorithm is the focus of this thesis. An extensive explanation
is given in Section 5.1.
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2.3.5 Gravity center method

A useful method for showing the geographical distribution patterns of dialects is
the gravity center method. An extensive explanation is given by Inoue (1996b).
We will explain it by an example. Assume we know for a number of dialects in
the Dutch language area the distance of each dialect with respect to standard
Dutch. These distances are then the weights of the dialects. Furthermore, each
dialect has geographical coordinates (z,y). Now the gravity center is calculated
so that when the survey area rests on a pin at the point of the gravity center,
the area will be balanced and remain horizontal. The coordinates for the gravity
center are calculated as follows:

. wlxx1+...+wnxxn
gravity center(zx) =
w1 + ... +wy

Wy X Y1+ oo +Wn X Yp
wy + ... +wy,

gravity center(y) =

where w; ...w, are the weights and x; ...z, and y, ...y, refer to the positions
of the locations in two dimensions. Now the gravity center may be seen as the
center of the Dutch language area. When distances with respect to standard
Dutch are given for different words separately, for each word a gravity center can
be calculated. Using this, a map of accumulated centers of gravity can be drawn.

2.4 Our choice of method

Following Kessler (1995) we used the Levenshtein distance for finding distances
between dialects and for finding dialect classifications which are based on the
dialect distances. Compared to other methods mentioned in this chapter, the use
of the Levenshtein distances has obvious advantages.

The Levenshtein distance is completely objective, and its results are verifiable,
an advantage it shares with other computational methods, in contrast to dialect
maps based on tribes and intuition (see Section 2.1.1). However, a condition for
using Levenshtein is that the data used consists of representative samples of the
varieties.

Using the isogloss method, isoglosses cannot simply be added. They are selec-
ted so that satisfactory boundaries emerge (see Section 2.1.2), which make this
method subjective. However, the Levenshtein distance and other computational
methods are able to add differences. This allows one to relate entire varieties,
aggregating the atomic differences. None of the differences need to be excluded.

Until now, with the structure geographic method, different dialect areas are
characterized by different phoneme inventories and /or different phoneme changes.
However, even if frequencies of phonemes are considered, the method is rather
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insensitive. Words of different dialects may be different, although the phoneme
inventories are the same.

The arrow method, as an attempt to process subjective impressions in a ob-
jective way (Goossens, 1977), has the shortcoming that only relations between
adjacent varieties can be found. E.g., it is not possible to compare varieties of
Afrikaans with Dutch varieties. However, when using the Levenshtein distance
or other computational methods, such comparisons can easily be made.

Both the arrow method and the use of controlled perception experiments
base the classification of dialects on the perception of dialect speakers (see Sec-
tion 2.2.2). An advantage of perception experiments compared to the arrow
method is that perception experiments can compare varieties which do not bor-
der on each other. In general the listeners in an experiment judge the distance
with respect to their own dialect or standard language (see e.g. Gooskens (1997),
Gooskens (2002)). For a listener in a perception experiment it may be much
harder to judge the distance between two unknown varieties. However, with the
Levenshtein distance and other computational methods the distance for any pair
of varieties can be found.

In the methods of Séguy and Goebl the number of (dis)agreements is counted
(see Section 2.3.1). With this computational method distances between varieties
are found in an objective way. Distances are the aggregate of atomic differences.
However, the method is rather rough. Two items are equal or not equal, either
lexically, phonologically, morphologically or syntactically. Using Levenshtein,
gradual distances between words are found. Lexical, phonological and morpholo-
gical differences need not be explicitly distinguished, but can be processed with
the same algorithm. However, since the algorithm compares word pronunciations,
syntactic differences are not processed.

Using the corpus frequency method two varieties are compared by comparing
the frequencies of positively marked features of segments in a corpus of the first
variety with the frequencies of positive marked features in a corpus of the second
variety (see Section 2.3.2). In this method words are not processed as linguistic
units. This problem is solved when using the frequency per word method (see
Section 2.3.3). However, in both frequency-based approaches the order of seg-
ments is ignored. E.g. it is may be pronounced as [its] ‘it’s’ in English, and the
Dutch equivalent het is may be pronounced as [tis] ‘t’is” in Dutch. Using the cor-
pus frequency method or frequency per word method no difference between these
two pronunciations is found. However, when using the Levenshtein distance, the
order of segments is taken into account.

We conclude that the Levenshtein distance is superior to traditional methods
because of its objectivity and sensitivity. Furthermore, the Levenshtein distance
does not have the limitation of perceptually-based methods. Compared to pre-
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vious computational methods, with the Levenshtein distance the data is used
most exhaustively. This makes the Levenshtein distance most sensitive. There-
fore, in this thesis we focus on the application of the Levenshtein distance in

dialectology.



Chapter 3

Measuring segment distances
discretely

A language variety allows the expression of sentences, which consist of words,
which in turn consist of speech segments. When attempting to quantify distances
in pronunciation between dialects, we should first make clear how the different
speech segments are related to each other. In other words: the distances between
the different speech segments should be determined. The relations between speech
segments and the way in which distances are found are studied in this chapter
and also in Chapter 4. In this chapter we focus on discrete representations of
segments. These representations can be used for the corpus frequency method
(see Section 2.3.2), the frequency per word method (see Section 2.3.3), and the
Levenshtein distance (see Section 5.1). In our research, language varieties are
mainly compared with the Levenshtein distance. Using the Levenshtein distance
also allows acoustic representations of the segments to be used. The way in
which distances are obtained on the basis of acoustic representations is described
in Chapter 4.

In Section 3.1 we describe the different ways in which sounds can be represen-
ted. We will look at both vowels and consonants. In Section 3.2 we discuss how
diphthongs are represented in the different systems. Section 3.3 discusses the way
in which affricates are processed. Section 3.4 will explain how suprasegmentals
and diacritics are processed. In the feature system of Hoppenbrouwers & Hoppen-
brouwers rules are applied to remove redundancy in feature specifications. This
is explained in Section 3.5. In Section 3.6 it is described how distances between
sounds are calculated on the basis of the different representations. For each fea-
ture representation, a vowel distance matrix and a consonant distance matrix can
be calculated. Once segment distances are obtained, they can be used unchanged
in the Levenshtein algorithm. Another possibility is to use the logarithms of the
distances. This is discussed in Section 3.7. In Section 3.8 the different feature

27
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representations are compared to each other by correlating vowel and consonant
distances based on the one system with vowel and consonant distances based on
the other system. Finally we draw some conclusions in Section 3.9.

When discussing the representation of segments and the processing of supra-
segmentals and diacritics, we consider two data sources. One consists of a number
of transcriptions of Norwegian dialects, compiled by Jgrn Almberg. Each text is
a translation of the fable ‘The North Wind and the Sun’, in Norwegian: ‘Nor-
davinden og sola’ (NOS) (see Section 7.2). The other is the Reeks Nederlandse
Dialectatlassen (RND), a series of Dutch atlasses edited by Blancquaert and Peé
(1925-1982) (see Section 9.1). For application to other dialect comparison work
based on the modern IPA system, the remarks for the NOS data source should
be kept in mind where there are differences between the NOS and the RND.

3.1 Representation of segments

In transcriptions words are transcribed as a series of speech segments: phones.
In the simplest case the phones are not further defined. Two phones are equal or
different. This simple representation is described in Section 3.1.1.

Using the phone representation it is not possible to take into account the
affinity between different, but kindred segments. Methods based on phones will
not regard the pair [1,¢] as more kindred than [1,p]. This problem can be solved
by replacing each phonetic symbol by a bundle of features. Each feature can
be regarded as a phonetic property which can be used for classifying sounds. A
feature bundle is a range of feature values. Each value indicates to what extent
the corresponding property is instantiated.

We present the results of experiments on three feature systems. The first
feature system is described by Hoppenbrouwers and Hoppenbrouwers (2001)
(H & H). This is an articulation-based system, based on Chomsky and Halle
(1968). The system is interesting because the developers themselves used this
system for (Dutch) dialect comparison. In Section 3.1.2 we give a more detailed
description. The second feature system is developed by Vieregge et al. (1984)
and Cucchiarini (1993) (V & C). This system was developed for a comparison
task similar to dialectological comparison, that of checking the quality of phon-
etic transcriptions. This involves comparison to consensus transcriptions. This
system is interesting since it is partly perception-based. We describe the system
in Section 3.1.3. The last feature system is developed by Almeida and Braun
(1986) (A & B), intended for checking the quality of phonetic transcriptions as
well. We also included this system in our research because the well-known TPA
system is directly used for finding sound distances. The system is described more
detailed in Section 3.1.4.

Although each of the three feature systems seems to be a good candidate
for use in dialect comparison, none of three feature systems is originally de-
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veloped for the approach in which we used them. The system of Hoppenbrouwers
& Hoppenbrouwers was originally meant to be used in their feature frequency
method (see Section 2.3.2). Instead of comparing sounds, histograms are com-
pared. A histogram represents for each feature the number of sounds which are
positively marked for that feature in a dialect transcription. Both the system of
Vieregge & Cucchiarini and the system of Almeida & Braun were developed for
checking phonetic transcriptions, not for dialect comparison. Because our goal is
to find dialect distances that approach human perception, the perception-based
system of Vieregge & Cucchiarini may give the most promising sound distances.
In Section 7.4.3 dialect distances based on the different segment representations
are validated.

Note that the sounds used in the RND form a subset of the sounds of the
IPA system. The RND vowels are given in Appendix A Figure A.1 and the ITPA
vowels are given in Figure A.2. The RND consonants are given in Figure A.3 and
the IPA consonants are given in Figure A.4.

3.1.1 Phones

In transcriptions, words consist of a sequence of phones. In the IPA system
each phone is noted with a basic symbol (vowels, pulmonic and non-pulmonic
consonants and other symbols) and optionally supplemented with one or more
suprasegmentals and/or one or more diacritics.! The combination of a basic
symbol supplemented with some additional marks is regarded as a phone.

3.1.2 Features Hoppenbrouwers and Hoppenbrouwers

For the feature system of H & H the Sound Pattern of English (Chomsky and
Halle, 1968) was the starting point. According to H & H this articulation-based
system is considered as a standard work, generally followed in studies and mod-
ern handbooks about modern phonology (Hoppenbrouwers and Hoppenbrouwers,
2001, p. 33 and 34). The SPE system was modified and extended so that with
the use of this system the RND material is done as much justice as possible. This
resulted in a system with 21 features. Since we also want to dispose of a system
which is suitable for (partially) processing the complete IPA system in general
and the NOS data in particular, we should be able to process some supraseg-
mentals and diacritics which do not appear in the RND data. Therefore, it was
necessary to extend the H & H system with six extra features, obtaining a total
of 27 features. Both the original and the added features are given in Table 3.1.
All features are initially binary, where 0 means ‘absent’ and 1 ‘present’. In the

!Note that in the IPA system half-long (*) and long (:) are ordered under suprasegmentals.
Although this may be debatable, we will use the same ordering as starting point throughout
this thesis.
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Vowel Consonant
features features
vowel consonant
front anterior
back coronal
round posterior
low laryngeal
polar sonorant
long voiced
peripheral high
diphthong continuant
nasal lateral

syllabic
breathy apical
creaky
toneme 1
toneme 2
circumflex

Table 3.1: The features of the Hoppenbrouwers and Hoppenbrouwers system.
The names of the original features were given in Dutch. In this table they are
given in regular font style in English. These original features are used for the
RND only. Features added for the NOS data are given in italics.

left column the vowel features are given and in the right column the consonant
features can be found. The feature nasal is shared by both vowels and consonants.

In this section we describe the definitions of the vowels first and we give
explanations about the definitions of the consonants next.

3.1.2.1 Vowels

In this section we focus on the vowels and show the relation between the TPA
vowel quadrilateral and the table of H & H.

Ladefoged (1975, p. 245) uses the feature tense to distinguish vowels which
are on the periphery of the vowel area [+tense|, and the corresponding lax vow-
els which are slightely lower and more central [—tense]. Following Ladefoged
H & H use the feature peripheral, which distinguishes between centralized and
non-centralized vowels.

Short vowels are always specified as [—peripheral]. However, a number of
vowels get [+peripheral] when they are half-long or long. From the feature table
given by Hoppenbrouwers and Hoppenbrouwers (2001, pp. 37-41) it can be con-
cluded that the [e] and [1], the [g] and [v], and the [0] and [v] are equal to each
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front central back

polar high i vy wu
high e ¢ ¥ 0
low

polar low & a & da D

Table 3.2: IPA sounds which are (or should be) defined as peripheral sounds in
the feature system of H & H. Elements left in a cell are spread, and elements
right are rounded.

other if they are short. However, when they are half-long or long, the [e], [¢] and
[o] are specified as [—peripheral|, and the [1], [v] and [v] as [+peripheral].

Table 3.2 presents the vowels which are or should be defined as [+peripheral]
according to the feature table of H & H when they get half-long or long. [w], [¥]
and [@] are not given by H & H since they are not used in the RND. The [p] is
not given by H & H as well, although this vowel is used in part 1 of the RND.
Table 3.3 shows the vowels which are always specified as [—peripheral], regardless
their length. [i], [9], [3] and [e] are not given by H & H since they are not used
in the RND. The [v] is in the RND and in the feature table of H & H noted as
[a].2 The [o] and [s] are noted respectively as [»] and [5] in the feature table of
H & H. Although the [], [6] and [g] are given by H & H, we did not find these
vowels in the RND transcriptions we processed.

In the RND the schwa is noted as [9], just as in the IPA system. The [o] is
defined in IPA as a half-round central vowel exactly between close-mid and open-
mid. In the feature table of H & H the schwa is defined as a sound for which
all features are absent, i.e., all features are set to zero. Only the features vowel,
sonorant, voiced, continuant and syllabic are positively marked. The result is
that the schwa is defined as a high central unrounded sound. So the schwa is
defined as the IPA [o]. Therefore, in the system of H & H the [o] and the [9] are
not distinguished.

In the SPE system, intended for English segments, exactly three degrees of
height can be defined using the features high and low. Defining Dutch vowels,
it is necessary to be able to distinguish four degrees of height (Hoppenbrouwers
and Hoppenbrouwers, 2001, p. 35). In the system of H & H this is realized with
the features low and polar:

2In the RND the [a] is introduced as a symbol representing the vowel in the Dutch word bus
‘bus’. However, this vowel sounds approximately as the [v] of the modern IPA system. For the
English pronunciation of bus the use of the [a] (as given in the modern IPA system) is correct.
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front central back

polar high i u
high 1 v 9 e U
low € o 3 3 A o
polar low (¢

Table 3.3: TPA sounds which are (or should be) defined as non-peripheral sounds
in the feature system of H & H. Elements left in a cell are spread, and elements
right are rounded.

close -+
close-mid - -
open-mid + -
open + +

The result is that the difference between close and open-mid is greater than
the difference between close and open. Likewise the difference between open and
close-mid is greater than between open and close. The smaller difference between
the extremes (open and close) may be intended to reflect that a vowel shift is
cyclic: e.g. an [o] changes in a [0], an [o] changes in an [u], and next an [u]
changes in an [p]. We suspect that because of the ‘polar’ feature this feature
system does not reflect the distance between segments with as much fidelity as
some competitors.

Besides the features as given by Hoppenbrouwers and Hoppenbrouwers, some
extra features are added. To be able to process some diacritics in the NOS data,
we also needed to add the features breathy, creaky, toneme 1, toneme 2 and
circumflex.

For the use of the Levenshtein distance we will also need a definition of ‘silence’
(see Section 5.1). In the feature system of H & H all features can simply be defined
as absent, i.e. set to 0. For vowels, this is equal to a [o] or [9] with [—vowel].

3.1.2.2 Consonants

In this section we focus on the consonants and show the relation between the
IPA consonant table and the table of H & H. We will consider all pulmonic IPA
consonants. For consonants treated by H & H as well as consonants not given, we
show the relation with the IPA consonant table. The relation with the manner of
articulation (IPA columns) and the relevant H & H features is given in Table 3.4.
The relation with the place of articulation (IPA rows) and the relevant H & H
features is given in Table 3.5. In the H & H system all approximants (not lateral)
are defined as [+high]. For the definition of the [w] the vowel feature round is
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IPA ant cor post lar high

bilabial
labiodental
dental
alveolar
postalveolar
retroflex -
palatal -
velar - - + -
uvular - - +
pharyngeal
glottal - - - + -

+

ot

Table 3.4: Relation between IPA columns (manner of articulation) and the rel-
evant H & H features.

specified as [+round].®> The distinction between voiced and voiceless sounds is
defined in the same way as in the IPA table of pulmonic consonants. H & H only
defined the consonants which appear in the RND.

In the IPA system the [h] represents a voiceless glottal fricative, and the [f]
represents its voiced counterpart. It is striking that H & H specifies the Dutch
/h/ as [+voiced], just as Booij (1995) does. However, in our opinion the Dutch
/h/ is voiceless. Therefore, we specify this segment as [—voiced]. This agrees
with Rietveld and Van Heuven (1997, p. 395) who transcribe the /h/ in hond
‘dog’ as [h], and not as [fi].

Using 21 features, all RND sounds get a unique definition. However, not all
sounds of the complete set of pulmonic IPA sounds are uniquely defined. So
H & H write that with close to thirty features all sounds which appear in natural
languages can be defined (Hoppenbrouwers and Hoppenbrouwers, 2001, p. 9).

Besides the basic features given by Hoppenbrouwers and Hoppenbrouwers,
some features were added to process some diacritics. For both the RND data and
the NOS data we added the feature syllabic. For the NOS data only we added
the feature apical.

For the use of the Levenshtein distance we will also need a definition of ‘silence’
(see Section 5.1). As mentioned in Section 3.1.2.1 for ‘silence’ all features can
simply be defined as absent, i.e. set to 0. For consonants, this is equal to the [?]
with [—consonant —laryngeal].

3In our research the [w] is regarded as a voiced bilabial approximant which can be located in
the IPA table of pulmonic consonants. However, in the IPA system (revised to 1993, updated
in 1996) the [w] is ordered under ‘Other Symbols’ and mentioned as a voiced labial-velar
approximant.
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1PA nas cons son cont lat

plosive -
nasal +
trill -
tap or flap -
fricative -
lat. fric. -
approximant
lat. appr. - + +

+

—}-l
F
_.I_

Table 3.5: Relation between IPA rows (place of articulation) and the relevant
H & H features.

3.1.3 Features Vieregge and Cucchiarini

The reliability of transcriptions can be measured by determining the degree of
similarity between transcriptions carried out either by the same transcriber at
different times, which corresponds to the use of “reliability” in its strict sense
(Biirkle, 1986), or by different transcribers, an option also left open by Vieregge
et al. (1984). The validity of transcriptions is measured by comparing individual
transcriptions with expert transcriptions (Vieregge et al., 1984).

In 1984 Vieregge et al. presented a feature system which was developed
for checking the quality of phonetic transcriptions. This involves comparison of
consensus transcriptions. The system consists of 4 multi-valued features only for
vowels, and 10 multi-valued features only for consonants. Tables for vowels and
consonants are given by Vieregge (1987). An advantage of Vieregge’s system
is that it is partly based on real measurements. The vowel system is based on
experimental data which was found in the literature. The consonant system
is based on a perception experiment, in which subjects were asked to give the
distance between two consonants on a scale from 1 (minimal dissimilarity) to 10
(maximal dissimilarity). Next a feature system was developed, such that sound
distances on the basis of features approach the perceptual distances maximally.
The complete system was originally developed for Dutch.

With some extensions it may also be used for other languages as Cucchiarini
(1993) showed. She extended the system so as to accommodate consonants of
Limburg and Czech that had not been included earlier, as well as other sounds
that probably could crop up in the transcriptions that she used. However, when
expanding the system to other languages, one should be aware of the fact that
different languages have different sound systems, the phonological spaces may
be filled differently. Cucchiarini realizes this and writes (p. 97): “So, as it was
clear that a theoretically satisfactory evaluation system was not possible, we tried
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to obtain a system that would at least be satisfactory from a practical point of
view”. The use of a Dutch Vieregge system which is extended and applied to e.g.
Czech will probably reflect the perception of Dutch people listening to Czech,
rather than the perception of the Czech speakers themselves.

Distance measures which are developed to assess transcriptions can also be
used to quantify dialect distances. This, however, presupposes that the variable
“transcriber” is kept constant by either having only one transcriber, who also
undergoes reliability testing, or working with high-quality consensus transcrip-
tions. Otherwise, there is the danger of creating so-called Ezploratorendialekte
(‘explorer dialects’), i.e. “dialects” created not by differences in pronunciation
but by different people transcribing them.

For our purpose of quantifying dialect distances we use a feature system which
is a combination of the vowel feature system of Vieregge et al. and the consonant
feature system of Cucchiarini. We first describe the vowel system and then we
give a description of the consonant system.

3.1.3.1 Vowels

For the construction of the vowel feature system Vieregge et al. consulted various
data in the literature. The existing literature also provided enough experimental
data on the basis of which Dutch vowel distances could be found. As examples
the authors refer to Nooteboom (1971), Nooteboom (1972) and Rietveld (1979).
The vowel feature system of Vieregge et al. consists of four features: advance-
ment, high, long and rounded. The possible values for the features are listed
in Table 3.6. The features advancement, high and rounded correspond with the
dimensions of the IPA vowel quadrilateral as can be seen in Table 3.7. From the
values of the feature advancement it appears that this feature has extra weight.
The authors refer to Rietveld (1979) who show that ‘the proprioceptive articu-
latory dissimilarities can be predicted quite satisfactorily by using a traditional
vowel scheme and giving extra weight to differences on the front /back dimension’.
Although this statement refers to a subset of Dutch vowels, namely [i, e, €, y, 9,
u, 0, 9, a], Vieregge et al. assume that this finding can be applied to all Dutch
vowels.

The tables of Vieregge (1987) show that Dutch [1], [v], [v], [0], [€] and [a] can
only be short. The [i], [y], [u], [g], [ce] and [5] can only be short or long. The [e],
[9], [o] and [a] can only be half-long or long. The [1] is defined as a short [e], and
the [u] is defined as a short [o].

For our research we extended the vowel system so that it contains all vowels
of the IPA vowel quadrilateral. The result can be seen in Table 3.8. All IPA
vowels are defined by analogy with the IPA vowel quadrilateral. The result is
that the [1] and the [e], and the [v] and the [o] no longer have the same values for
the features advancement and high. Now the [v] is defined as a rounded [1] and
the [oe] as the rounded [g]. The [a] is defined as a front vowel instead of a central
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’ Feature ‘ Value ‘ Meaning

vowel 0 no

1 yes
advancement | 2 front

4 central

6 back
high 1.0 open

1.5 near-open

2.0 open-mid

2.5 central

3.0 close-mid

3.5 near-close

4.0 close
long 1 short

2 half-long

3 long
rounded 0 no

1 yes
nasal 0.0 not nasal

0.5 half-nasal

1.0 nasal
breathy 0 no

1 yes
creaky 0 no

1 yes
toneme 1 0 no

1 yes
toneme 2 0 no

1 yes
circumflex 0 no

1 yes

Table 3.6: The vowel features of Vieregge et al. and their possible values. We
extended the system with some extra features, in this table given in italics. Only
the first seven features in this table are used for the RND data, the last five
features are added for the NOS data.
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front central back
close i y Y u
close-mid | e/1 @0 u/o
open-mid | € oe )
open a a

Table 3.7: The Dutch vowels as defined by the features of Vieregge et al.. Ele-
ments left in a cell are spread, and elements right are rounded.

vowel, and the [9] is defined as half-rounded instead of not-rounded. In the IPA
vowel quadrilateral we interpreted the [e] and [e] as not rounded, the [o] as half
rounded and the [u] as rounded.

In the original system, all the possible lengths were not available for all the
vowels. In our adapted system for vowels, all lengths are allowed. The correct
use of length marks is assumed to be the responsibility of the transcriber. In the
original system, for short sounds the feature long is set to 3, for half-long sounds
to 2 and for long sounds to 1. We have reversed this order: for short sounds the
feature long gets the value 1, for half-long sounds the value 2 and for long sounds
the value 3.

Besides the features given by Vieregge et al., some extra features are added.
To be able to process some diacritics, for both the RND data and the NOS data
we added the feature nasal. For the NOS data we also needed to add the features
breathy, creaky, toneme 1, toneme 2 and circumflex.

A feature vowel was also added. Usually for vowels this feature is set to 1 and
for consonants this feature is set to 0. However, for the [j] and [w] the feature is
set to 1 as well. In our system the [i], [j], [u] and [w] are defined as both vowels
and consonants. The [j] and the [w] share all the vowel features of respectively
the [i| and the [u], and the [i] and the [u] share all the consonant features of the
j] and the [w] (see Section 3.1.3.2). When counting frequencies, both the vowel
features and the consonant features are counted for these sounds, however, they
are weighted by half. When finding the distance between two segments which
are defined as both vowel and consonant, first the distance on the basis of the
vowel features is calculated, and next the distance on the basis of the consonant
features is found. The final distance between the two segments is equal to the
mean of vowel distance and the consonant distance.

The feature vowel also plays a role in the definition of silence; a definition
of silence in terms of vowel features will be used in the Levenshtein algorithm
(see Section 5.1). We defined it to be equal to the schwa, except that the feature
vowel is set to 0.
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front central back

close i y | i # | w u
near-close | 1 Y U
close-mid | e g |9 o ¥ 0
central )

open-mid | &€ e |3 3| A 6}
near-open

open a @ a D

Table 3.8: The IPA vowels defined using the features of Vieregge et al. by analogy
with the IPA vowel quadrilateral. Elements left in a cell are spread, and elements
right are rounded.

3.1.3.2 Consonants

For getting perceptual distances between 18 Dutch consonants Vieregge et al.
performed a perception experiment in which 25 first year speech therapy students
were presented with pairs of consonants in medial word position. They were
asked to rate each pair on articulatory dissimilarity on a scale from 1 (minimal
dissimilarity) to 10 (maximal dissimilarity). The stimulus material consisted of
(18% — 18)/2 = 153 word pairs which differed as little as possible. The stimuli
were offered in random order on paper.

Next, a feature system was developed to model perceptual distances as ac-
curately as possible. Features for both place and manner of articulation can
be found, comparable to the IPA system, as well as a feature for distinguishing
between voiced and voiceless consonants.

The system was originally developed for Dutch, where only for a subset of
the Dutch consonants the perceptual distances were measured, viz., the [p], [b],
[t], [}, (K], [£], [v], [s], [2], [x], [m], [n], [0], [1], [&], [w], [j] and [h]. Along the
lines of Vieregge et al., Cucchiarini (1993) extended the system so that it can be
used for Dutch, Limburg and Czech. She replaced the feature flap by the feature
trill. Along the lines of Vieregge et al. she added a number of consonants. For
consonants we used the system of Cucchiarini as a basis. Along the lines of
Cucchiarini’s system we introduced extensions so that it contains all pulmonic
consonants of the IPA system. The possible values for the features are listed in
Table 3.9. The relation between the manner of articulation (IPA columns) and the
relevant features of Cucchiarini is given in Table 3.10. However, although palatal
consonants are defined as distributed, the [j] is defined as non-distributed. The
relation between the place of articulation (IPA rows) and the relevant Cucchiarini
features is given in Table 3.11. The feature voice is defined exactly as in the IPA
consonant table.
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‘ Feature ‘ Value ‘ Meaning ‘
consonant | 0 no
1 yes
place 1.0 bilabial /labiodental
1.5 dental
2.0 alveolar /postalveolar
2.5 retroflex
3.0 palatal
4.0 velar /uvular
4.5 pharyngeal
5.0 glottal
voice 0 voiceless
1 voiced
nasal 0.0 not nasal
0.5 half-nasal
1.0 nasal
stop 0 no
1 yes
glide 0 no
1 yes
lateral 0 no
1 yes
fricative 0 no
1 yes
trill 0 no
1 yes
high 0 no
1 yes
distributed | 0 no
1 yes
syllabic 0 no
1 yes
apical 0 no
1 yes

Table 3.9: The consonant features of Cucchiarini and their possible values. We
extended the system with some extra features, in this table given in italics. Only
the first twelve features in this table are used for the RND data, the last feature
is added for the NOS data.
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IPA place high distributed
bilabial 1.0 0 1
labiodental 1.0 0 0
dental 1.5 0 0
alveolar 2.0 0 0
postalveolar 2.0 1 1
retroflex 2.5 0 0
palatal 3.0 1 1
velar 4.0 1 0
uvular 4.0 0 0
pharyngeal 4.5 0 0
glottal 5.0 0 0

Table 3.10: Relation between IPA columns (manner of articulation) and the
relevant features of Cucchiarini.

Besides the basic features given by Cucchiarini, some features are added to
process some diacritics. For both the RND data and the NOS data we added the
feature syllabic. For the NOS data only we added the feature apical.

A feature consonant is added. Usually for the vowels this feature is set to 0,
and for the consonants this feature is set to 1. However, for the [i] and the [u] the
feature is set to 1 as well. In our system the [i], [j], [u] and [w] are defined as both
vowels and consonants. The [i] and the [u] share all the consonant features of
respectively the [j] and the [w], and the [j] and the [w] share all the vowel features
of [i] and [u] (see Section 3.1.3.1 for more details).

The feature consonant also plays a role in the definition of silence; a definition
of silence in terms of consonant features will be used in the Levenshtein algorithm
(see Section 5.1). We defined it to be equal to the glottal stop, except that the
feature consonant is set to 0.

3.1.4 Features Almeida and Braun

At the same time as the Vieregge system was developed an alternative system
with the same goal was developed which was based on the IPA tables. The system
was first developed in the phonetics department of the research institute for
German language “Deutscher Sprachatlas” (Marburg, Germany) in 1980 and was
further developed and formalized later (Almeida and Braun, 1986). In contrast
to the Vieregge system the Almeida & Braun system is articulation-based. The
system relies on the assumption that transcription is a process which first consists
in an imitation of the relevant utterance, followed by an inference on the part of
the transcriber of the articulatory gestures of the speaker, and finally in a phonetic
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IPA nasal stop glide lateral fricative trill

plosive
nasal

trill

tap or flap
fricative

lat. fric.
approximant
lat. appr.

[e>lesil el e e el ™)
[l el el ol ool S
SO O OO o oo
_ o= O o o oo
OO == OO OO
SO DD OO OO

Table 3.11: Relation between IPA rows (place of articulation) and the relevant
features of Cucchiarini.

description thereof (Almeida, 1984; Almeida and Braun, 1985). The description is
carried out in terms of the criteria used by the International Phonetic Alphabet
(the version revised to 1993) which essentially consists in an abbreviation for
a combination of articulatory features. The Almeida & Braun system is an
articulatory system in which sound distances are derived from the IPA vowel
quadrilateral and the IPA consonant table. From the beginning the system covers
the complete IPA vowel and pulmonic consonant set. Furthermore, in the original
system a large number of suprasegmentals and diacritics can be processed.

In our research we introduced adjustments to the Almeida & Braun system.
The description given in this section is based on Heeringa and Braun (2003). We
describe first the definitions of the vowels and next we explain how the definitions
for the consonants were determined.

3.1.4.1 Vowels

The basis for finding vowel distances is the IPA vowel quadrilateral as given
in Appendix A Figure A.2. The quadrilateral reflects three features: advance-
ment, height and roundedness. The possible values for the features are listed in
Table 3.12. In the vowel quadrilateral we regard the distance between e.g. € vs.
3 (advancement: front vs. central), € vs. & (height: open-mid vs. open), and
€ vs. @ (rounded: no vs. yes) as one step. So when simply subtracting the
corresponding feature values from each other and taking the absolute value, we
get a distance of one for each of these three pairs.

In the IPA vowel quadrilateral we interpreted the [e] and [e] as not rounded,
the [o] as half rounded and the [v] as rounded.

4The system can be found in the Handbook of the International Phonetic Association (IPA,
1999) as well as via: http://www2.arts.gla.ac.uk/IPA/ipachart.html.
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Feature ‘ Value ‘ Meaning

vowel no

yes

front
central
back

close
near-close
close-mid
central
open-mid
near-open
open

no

yes

short
half-long
long

not nasal
half-nasal
nasal

advancement

height

SN O Tk W HRWN - O

roundedness

—_

o
o

long

i)
S ot

o
o

nasal

— O
S Ot

o

no
yes
no
yes
no
yes
no
yes
no
yes

breathy

creaky

toneme 1

toneme 2

circumflex

— Ol Ol Ok O~

Table 3.12: The vowel features of Almeida and Braun and their possible values.
We extended the system with some extra features, in this table given in italics.
Only the first seven features in this table are used for the RND data, the last five
features are added for the NOS data.
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Besides the basic features derived from the vowel quadrilateral, some extra
features are added. To be able to process some suprasegmentals and diacritics,
we added the features long and nasal for both the RND data and the NOS data.
Only for the NOS data we added the features breathy, creaky, toneme 1, toneme
2 and circumflex.

A feature vowel was also added. Usually for the vowels this feature is set to
1 and for the consonants this feature is set to 0. However, for the [j] and [w]
the feature is set to 1 as well. In our system the [i], [j], [u] and [w] are defined
as both vowels and consonants. The way in which these sounds are defined and
processed is similar as in the V & C system (see Section 3.1.3.1 for more details).

The feature vowel also plays a role in the definition of silence. A definition
of silence in terms of vowel features will be used in the Levenshtein algorithm
(see Section 5.1). We defined it to be equal to the schwa, except that the feature
vowel is set to 0.

3.1.4.2 Consonants

In our system we only use the pulmonic consonants, the non-pulmonic ones are
not included. The basis for finding consonant distances is the IPA table for
pulmonic consonants as given in Appendix A Figure A.4. In this table it can be
seen that in our system the voiced labial-velar approximant [w] is regarded as,
and will be treated as, a bilabial approximant.

The table reflects three features: place, manner and voice. We regard both
place and manner as a scale. The feature place gives the location of closure and
ranges from front to back. The feature manner gives the degree of closure with
roughly the following degrees: complete closure (plosives), oral closure (nasals),
intermittant closure (trills, tap and flap), friction (fricatives) and frictionless ap-
proximation (approximants). The possible values for the features are listed in
Table 3.13. In the consonant table we regard the distance between e.g. [z] vs.
[c] (manner: fricative vs. tap or flap), [z] vs. [3] (place: alveolar vs. postalve-
olar) and [z] vs. [s] (voice: voiced vs. voiceless) as one step. So when simply
subtracting the corresponding feature values from each other and taking the ab-
solute value, we get a distance of one for each of these three pairs. We regard the
distance between e.g. [m] and [v] (manner: fricative vs. approximant) and [s]
and [r] (place: bilabial vs. alveolar) as two steps, although they may be regarded
as neighbors.

Besides the basic features derived from the consonant table, some features are
added to process some diacritics. For both the RND data and the NOS data we
added the feature syllabic. For the NOS data only we added the feature apical.

A feature consonant is added. Usually for the vowels this feature is set to 0,
and for the consonants this feature is set to 1. However, for the [i] and the [u]
the feature is set to 1 as well. In our system the [i], [j], [u] and [w] are defined
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Feature \ Value \ Meaning

consonant no
yes

bilabial
labiodental
dental

alveolar
postalveolar
retroflex
palatal

velar

uvular
pharyngeal
glottal

plosive

nasal

trill

tap or flap
fricative
lateral fricative
approximant
lateral approximant
no

yes

no

yes

place

— O

manner

voice

syllabic

no
yes

apical

— Ol Ol OO0 IO ULk WN HRIRFR EFE O©OWW-IO Utk WN R+~ O

Table 3.13: The consonant features of Almeida and Braun and their possible
values. We extended the system with some extra features, in this table given in
italics. Only the first five features in this table are used for the RND data, the
last feature is added for the NOS data.
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as both vowels and consonants. The way in which these sounds are defined and
processed is similar as in the V & C system (see Section 3.1.3.2).

A definition of silence in terms of consonant features will be used in the
Levenshtein algorithm (see Section 5.1). We defined it to be equal to the glottal
stop, except that the feature consonant is set to 0.

3.2 Diphthongs

A diphthong is a vowel with a changing color. In the feature table of H & H
diphthongs are combinations of two vowels, where the first segment is short or
half-long, and the second short. When the first element is long, two succeeding
vowels are not regarded as a diphthong.

When processing diphthongs, we need an accurate representation of them.
Vieregge et al. write that they follow Moulton (1962) and consider a diphthong
as vowel+vowel sequence, the second vowel being non-syllabic allophonically. On
the other hand, H & H regard regular diphthongs as segmental units (Hoppen-
brouwers and Hoppenbrouwers, 2001, p. 35). We make no a priori decision here
but experimented with both two-phone and one-phone representations. Valida-
tion work will make clear whether the different representations result in different
results, and which representation gives the better results (see Chapter 7).

In this section we explain how diphthongs can be defined as segmental units
using the different segment representations. An accurate representation should
reflect the color at the onset, the transition, and the color of the offset. The
second element as noted in a transcription may not always be the real offset. It
may also be a target position which is not really pronounced (Rietveld and Van
Heuven, 1997, p. 74). However, with the discrete representations we used it is not
possible to represent diphthongs in such a refined way. E.g. the way in which the
transition takes place cannot be represented. In our research we used a simplied
approach in which the definition of a diphthong is based only on the color of the
onset and the color of the target position.

When using the phone representation, all sounds are equally different. There-
fore, when a diphthong is regarded as one segmental unit, e.g. the [a] and [au]
will be regarded as equally different as the [a] and the [i], except that the [au]
(like all diphthongs) is treated as a long sound. So no special specifications for
diphthongs need to be made. This is a very rough approach where the color of
the onset and the target position plays no role. However, when using feature rep-
resentations, the definition of diphthongs is based on the definitions of the onset
color and the target color. Below we explain how diphthongs are specified in the
feature system of H & H and how we defined them for the systems of V & C and
A & B.

H & H make a distinction between closing diphthongs and centering diph-
thongs. A closing diphthong is a long vowel with a movement toward a non-central
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position in the vowel space. On the contrary a centering diphthong is a vowel
with a movement toward a central position in the vowel space, the schwa. In Sec-
tion 3.2.1 we describe the specification of closing diphthongs, and in Section 3.2.2
we explain the specification of centering diphthongs.

3.2.1 Closing diphthongs

As mentioned above a closing diphthong is a long vowel with a movement toward
a non-central position in the vowel space. The term closing indicates that there
is a movement in the direction of a closer vowel. This movement can be vertical
(e.g. [ou]) or diagonal (e.g. [0i]). In a diphthong, the color of a sound changes
from a start position to an end position. Therefore, when specifying a diphthong
the feature values are derived from the feature values of the vowel corresponding
with the start position and the vowel corresponding with the end position. If
the second element of a diphthong is noted as a [j] or a [w], we used the feature
values of the [i] and [u] respectively. In the system of H & H the feature values
of closing diphthongs are defined as follows:

front : mean of both segments
back : mean of both segments
round : mean of both segments
low . value of first element
polar : value of first element
long :always [+long]

peripheral : always [+peripheral]
diphthong : always [+diphthong]

A movement from front to back (or vice versa) is specified by using the mean of
the start position and the end position. H & H symbolize the mean value using ‘x’.
It is striking that a similar procedure is not followed with respect to the height.
The features low and polar simply get the value of the first segment. Does this
mean that the first segment is most dominant? H & H write that this vertical
closing movement is specified by specifying the feature diphthong as positive
(Hoppenbrouwers and Hoppenbrouwers, 2001, p. 46). Because there is always
a movement to either the [i] or [u] in closing diphthongs, they are specified as
[+peripheral] which makes closing diphthongs a bit more related to the (half-)long
[i] and [u], which are also specified as [+peripheral] (see Table 3.2). Closing
diphthongs are specified as peripheral sounds regardless whether the (half-)long
version of the first element is specified as peripheral or not.

For the system of V & C we define the feature values of closing diphthongs as
follows:
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advancement : mean of both segments
high : mean of both segments
long : always long=3

rounded : mean of both segments

In contrast to H & H the value of high is determined in the same way as
the value for advancement. In our opinion the value for high should also be
based on both segments. A disadvantage of this approach compared to that of
H & H is that the order of segments is not represented. For example the [au]
and the [ua] are defined in exactly the same way. For both the RND and the
NOS data this is no problem since in the selection of diphthongs in both data
sources none of the diphthongs has a symmetric counterpart. However, when a
selection of diphthongs contains symmetric cases, a solution may be to weight
the advancement, height and rounding of the first element 75%, and the same
features of the second element 25%.

For the system of A & B we define the feature values of closing diphthongs as
follows:

advancement : mean of both segments
height : mean of both segments
roundedness : mean of both segments
long . always long=1

Just as in the V & C system for the feature high in the A & B system the
value for the feature height is based on both segments, which is different from
the approach of H & H. Again symmetric diphthongs cannot be distinguished
from each other when using our definition. As noted above, however, for both
the RND and the NOS data no symmetric cases were selected.

Using the RND data we adopted the selection of closing diphthongs as made
by H & H. In Table 3.14 the closing diphthongs which were included in the feature
table of H & H are listed, extended with six diphthongs which are lacking in the
H & H table. The fact that these six diphthongs were missing has to do with the
fact that the monophthong [p] is also missing from the table.

When a closing diphthong is noted as a combination of vowel+vowel, for some
diphthongs the first element is short, for others the first element is half long. The
first element is never long. If a closing diphthong is noted as a combination
of vowel+consonant, then the first element is always short. The first element
is never half-long or long. According to this H & H write that only sequential
diphthongs of the type [azj], consisting of a long vowel followed by a [i] or [j] as
in Dutch fraai and mooi are biphonemically interpreted (Hoppenbrouwers and
Hoppenbrouwers, 2001, p. 35). For all closing diphthongs the second element
should be short.
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Example Diphthong | Defined as
[vy] [cey]

o]
Dutch:  hooi [uri]
English:  bay [ei]

Dutch:  wijn [e-i]

Dutch:  huis [cey]
English:  boy [oi]

Dutch:  koud [oru]

English:  line [ai] [eei]

German: drei [ari]

Dutch:  saus [aru]

Table 3.14: Dutch closing diphthongs as found in the feature table of H & H.
The last six diphthongs were not originally included in the table.
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The selection of closing diphthongs for the NOS data is much smaller. In the
Norwegian text ‘Nordavinden og sola’ the only probable diphthong is the e: as
in de: ‘them’, ein ‘a’; seg ‘him, her’, de:i ‘they’, einige ‘agreed’; skein ‘shone’
and meir 'more’. In the cases where the ‘potential diphthongs’ in these words
were perceived, one of the following six transcriptions could be used: [ei], [e1],
[€i], [e1], [eei] and [ee1]. Both the first and the second element are short. All
suprasegmentals and diacritics which may be applied to monophthongs may also
be applied to these diphthongs.

In the H & H table no closing diphthongs are defined with suprasegmentals
and diacritics (except for length as just explained). In our research all supra-
segmentals and diacritics which we allow to be applied to monophthongs (see
Section 3.4) may also be applied to closing diphthongs. When a suprasegmental
or diacritic is noted after the first or second segment of a diphthong, it is applied
to the diphthong as a whole.

In the RND the second element of a closing diphthong is often noted as extra-
short (i.e. in superscript or with a smaller character), probably with the goal to
express that the first element is more significant than the second element. In the
table of H & H the second element of the diphthong is always noted in normal
script. However, when it was noted as extra-short, we treated it as a short sound.
In the NOS data a second element of a closing diphthong noted as extra-short
was never observed. However, if this should occur, it will be treated as short as
well, just as for the RND data.

3.2.2 Centering diphthongs

A centering diphthong is a vowel with a movement toward a central position in
the vowel space, the schwa. So when specifying a centering diphthong, the feature
values should be derived from the the feature values of the first vowel and the
ending schwa. In the feature system of H & H the feature values of centering
diphthongs are defined as follows:

front : mean of both segments
back : mean of both segments
round : mean of both segments
low :mean of both segments
polar : mean of both segments
long : always [+long]

peripheral : mean of both segments

diphthong : always [—diphthong]

A movement from front to back (or vice versa) is defined by taking the mean
of the start position and the end position. Different from the definition for closing
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Example Diphthong
Afrikaans: tee [i9]

Afrikaans:  voet [u9]
Frisian: each [19]

[

[
Afrikaans: deur (99
Frisian: roas [

[

Table 3.15: Dutch centering diphthongs as found in the feature table of H & H.
The last diphthong was not originally included in the table.

diphthongs, a movement from low to high (or vice versa) is also defined by taking
the mean of the start position and the end position. Centering diphthongs also
differ from closing diphthongs in the way the feature peripheral is defined. For
centering diphthongs the mean of both elements is used. For finding this value
as first element the (half-)long sound is used, which may be specified as either
[—peripheral] or [+peripheral] (see Section 3.1.2.1).

The feature values for the centering diphthongs in the systems of V & C and
A & B are found in the same way as for the closing diphthongs (see Section 3.2.1)
which is analogous to the way in which H & H find the feature values for centering
diphthongs.

Using the RND data we adopted the selection of centering diphthongs as made
by H & H, just as we did for the closing diphthongs. In Table 3.15 the centering
diphthongs which were included in the feature table of H & H are listed, extended
with one diphthong which is missing in the H & H table, due to the monophthong
[0]’s being missing.

In the combination vowel4vowel the first element is always short. The first
element is never half-long or long. The second element is always short as well.

For the NOS data no centering diphthongs are selected. In the Norwegian text
‘Nordavinden og sola’ the only probable diphthong is the [is] as in [*emis] enige
‘agreed’. This pronunciation (or something similar) was found in the dialects
of Bg, Borre, Larvik, Stavanger and Trysil. Here the [io] may be an shortened
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form of [ige] since we found in the dialect of Fyresdal the pronunciation [*erniga].
Therefore, we decided not to include the sequence [i9] as centering diphthong.

In the H & H table for all centering diphthongs a nasalized version is also
defined. In our research all suprasegmentals and diacritics which we allow to
be applied to monophthongs (see Section 3.4) may also be applied to centering
diphthongs, just as for closing diphthongs. When a suprasegmental or diacritic
is noted after the first or second segment of a diphthong, it is applied to the
diphthong as a whole.

In the RND the second element of a centering diphthong is often noted as
extra-short, just as for closing diphthongs (see Section 3.2.1). However, when
it was noted as extra-short, we treated it as a short sound. For the NOS no
centering diphthongs were selected. However, if centering diphthongs would be
processed and the second element is noted as extra-short, the second element will
be treated as short as well, just as for the RND data.

3.3 Affricates

In the RND data no affricates are used. However, in the NOS data they do appear.
When processing them, both elements are processed as extra-short independent
elements in sequence. E.g. [ts] is treated as [t§]. The idea behind this is that
two extra-short elements are one segment of normal length together. This can be
illustrated with an example. The Standard German word for ‘plough’ is pflugen.
In Low-German dialects the word pldgen (or something similar) is often used.
However, in a small southerly part of this northern area the words flichen and
flien are used, while in the Prussian area in the northwest the word flieje (besides
pleje) is used (Konig and Paul, 1991, p. 198). Here we see that the [p], [pf] and
[f] correspond to each other. Regarding a [pf] as a sequence of an extra-short
[p] and an extra-short [f] allows us to match both elements with one segment of
normal length, either a [p] or [f].

In some cases the first element of an affricate is stressed more than the second,
or the second element is stressed more than the first. E.g. in the Sardinian dialect
of Atzara the equivalent for ‘daughters’ is pronounced as [fidzazal. In the affricate
[53] the first element should be processed as a short sound, and the second as
an extra-short sound. In the Sardinian dialect of Abbasanta the equivalent for
‘policeman’ is pronounced as [politsoto]. In the affricate [ts] the first element
should be processed as an extra-short sound, and the second as a short sound. In
our research these cases should not be noted as affricates, but as sequences of a
short sound followed by an extra-short sound and an extra-short sound followed
by a short sound respectively.



52 CHAPTER 3. MEASURING SEGMENT DISTANCES DISCRETELY
3.4 Suprasegmentals and diacritics

Using different sound representations it is possible to process suprasegmentals
and diacritics. We did not implement the processing of all suprasegmentals and
diacritics, so in this section only a subset is examined. The selection of supra-
segmentals and diacritics was determined by the fact that they appear in the
transcriptions we used on the one hand, and by the possibilities of the sound
representations on the other hand.

When processing suprasegmentals and diacritics it is important to find and use
the right weights which represent as precisely as possible the effect as perceived
by listeners. In the next sections, all weights proposed are not based on real
measurements. They are intuitively assigned. Besides, for different language
groups different weights should be used. Our starting point is mainly the Dutch
language area.

3.4.1 Stress and tonemes

In the RND, one symbol is available for marking stress ['] which we interpret as
corresponding with primary stress. The RND does not consistently mark which
syllable is stressed for every word. It may be that stress is only noted when a
syllable is stressed that differs from the one which the transcriber expected to be
stressed.

In most Dutch dialects tonemes play no role. Only in the Limburg dialects can
tonemes be found. In the RND, the dialects of the Limburg area were recorded
by four transcribers. The transcribers did not note tonemes in equal detail (see
part 8 of the RND). The fact that stress and tonemes are not consequently noted
in the RND material may be the reason why these are not processed in the H & H
system. For the RND, we also did not process these suprasegmentals.

In the TPA system we find symbols for primary stress || and secondary stress
[]. However, most Norwegian dialects are pitch accent varieties. All syllables with
primary stress generate tone, or ‘accent’ (or ‘tonal accent’). Also: tonal accent
can only be generated from primary stressed syllables. Only a few Norwegian
dialects lack the tonal/accentual opposition. They generate the same tone, or
accent, for all words, which is the same as primary stress in the IPA system.
These dialects are found in an area around Bergen, in the Brgnngy area north of
Trondheim and in many dialects of the two northernmost counties, Troms and
Finnmark. In the varieties with tonal/accentual opposition three tonemes may
occur: toneme 1 and toneme 2 (Kristoffersen, 2000) and circumflex (Almberg,
2001). Since no symbols are available in the IPA system for these tonemes,
extra symbols are introduced and used in the NOS transcriptions. Syllables with
toneme 1 are preceeded by a [], syllables with toneme 2 by a [%], and syllables
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with circumflex by a [].> All transcriptions of the NOS data were made by one
transcriber, who noted stress and tonemes consistently. Therefore, we process
stress and tonemes for the NOS data when using feature representations. For the
phone representation we found no way to deal with them.

In the transcriptions stress and toneme marks are noted before a syllable. To
be able to process these marks, we shift them to the first vowel in the syllable.®
So stress and tonemes are processed like properties (features) of a vowel. We
suppose that stress and tonemes are mainly realized by the way in which vowels
in syllables are pronounced. When diphthongs are processed as one sound and
a stress or toneme mark is noted before the second element of a diphthong, it is
shifted before and applied to the first vowel to the right. This may happen when
the first element is the last segment of the one syllable, and the second element
is the first segment of the next syllable.

To be able to process stress and tonemes as properties of vowels, we extended
the feature systems of H & H, V & C and A & B with three features: toneme I,
toneme 2 and circumflex. With these features the different stresses and tonemes
are represented as follows:

toneme 1 toneme 2 circumflex
primary stress 0.250 0.250 0.250
secondary stress 0.125 0.125 0.125
stress and toneme 1 0.500 0.250 0.250
stress and toneme 2 0.250 0.500 0.250
circumflex 0.250 0.250 0.500

On the basis of these representations, the distances between the stresses and
tonemes can be calculated as the sum of the differences per feature (see Sec-
tion 3.6.2 for more explanation and other alternatives). This results in the fol-
lowing distances:

nothing secondary primary toneme 1 toneme 2 circumflex
nothing 0.375 0.750 1.000 1.000 1.000
secondary 0.375 0.625 0.625 0.625
primary 0.250 0.250 0.250
toneme 1 0.500 0.500
toneme 2 0.500
circumflex

The scheme reflects the view that primary stress weighs more heavily than
secondary stress. The three tonemes are regarded as equally different from one

®The reader might expect that the circumflex should be noted by a [*], but this symbol is
reserved for a tone with a falling contour in the IPA system.
®Here the [w] and the [j] are considered as consonants.
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another. In our scheme this distance is equal to 0.500. Because all tonemes
imply primary stress, the distance between the toneme of an accent variety and
the primary stress of a non-accent variety should not be too large. Therefore, in
the scheme the relative small distance of 0.250 is found. With respect to ‘nothing’
the tonemes weigh a little bit more than primary stress only: 1.000 versus 0.750.

3.4.2 Quantity

In this section we discuss the processing of quantity marks: extra-short, half-
long, long and syllabic. In the RND extra-short sounds are noted in superscript
or with a smaller character. In the IPA system extra-short sounds are noted with
a ~ on top of the sound symbol. In both the RND and the IPA system half-long
sounds are followed by a -, long sounds are followed by a :.

3.4.2.1 Extra-short

H & H process extra-short sounds in two ways. First, for some few scattered
cases in Groningen dialects and eastern and western Flemish dialects the odd
cases in the transcriptions were taken into account while the even cases were
ignored. Second the feature table was extended with specifications for the extra-
short versions of the [r], [y], [m], [n], [y] and [h]. For these sounds both the odd
and even cases are processed, using the specifications of the extra-short versions
as given in the feature table. In the specifications the values of non-redundant
positively marked features are halved.

It was not clear to us why only a restricted set of sounds may be processed as
extra-short. In our research, all sounds may be processed as extra-short. Further-
more, the way in which H & H process extra-short sounds works for feature-based
comparison methods, but not for phone-based methods. Therefore, we used an-
other way of processing them which works for phone-based representations as
well, and gives the same effect as the approach of H & H when using the feature
frequency method. In our approach the half weighting of an extra-short sound
with respect to other sounds is realized by changing the transcription beforehand.
We retain the extra-short sounds as they are and double all other sounds. E.g.
the Dutch word arm ‘arm’ is sometimes pronounced as [ardm]. This word is
processed as [aarromm]. The Dutch word timmerman ‘carpenter’ is sometimes
pronounced as [trmofman]. This word is changed in [ttimmmoeormmaann).

3.4.2.2 Half-long, long (1)

In the feature table of H & H all monophthongs are defined for three lengths:
short, half-long and long. In the table half-long and long vowels are not really
distinguished. In fact half-long vowels are processed as long vowels. Both half-
long and long vowels are defined as [+long| (and [+peripheral] for peripheral
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vowels). For the RND data this is a sound approach to eliminate the influence
of the different uses of length marks per transcriber or per atlas part. So for
the RND data we follow H & H when deriving feature representations for these
sounds.

However, for the NOS data we do distinguish half-long sounds from long
sounds. Using the system of H & H half-long NOS vowels are symbolized as
[xlong] (and [*peripheral] for peripheral vowels). We recall that the ‘*’ is used
to signify an intermediate value. In the system of V & C the feature long is set
to 2, in the system of A & B to 0.5. Half-long RND vowels and long RND and
NOS vowels are specified as [+long] (and [+peripheral] for peripheral vowels) in
the system of H & H. In the system of V & C the feature long is set to 3, in the
system of A & B to 1. Note that in the system of V & C length is weighted more
heavily than in the two other feature systems.

For the [9], [4], [6] and [3] only versions without length marks are defined
in the feature table of H & H. Furthermore, in Section 3.1.3 we saw that in the
original V & C system not all vowels can have all lengths. In our adapted systems,
for both the RND and the NOS for all monophthongs all lengths are allowed and
processed in the way we explained above.

In the feature system of H & H “length” is also processed for a restricted
number of consonants. While in the RND the nasals ([n], [m], [g]) are noted as
long, H & H define them as syllabic sounds by specifying them as [-+vowel] and
[+syllabic].” Long nasals are always treated as syllabic, regardless of the context
in which they appear, following H & H. When using the systems of V & C and
A & B, we treat such nasals as syllabic sounds as well. In the two systems the
feature syllabic is set to 1. For half-long nasals H & H ignore the length mark,
possible because they judge a half-long nasal as too similar to a short nasal. Here
again we follow H & H. For other consonants, H & H did not process length marks.
For Dutch varieties it is not common to lengthen other consonants. In the RND
some half-long non-nasal consonants can be found when they simultaneously form
the last segment of the one word and the first segment of the next word. Since
these are rare cases on the one hand, and as we limit our study to single words
on the other hand, we also ignore length symbols of non-nasal consonants.

Although it is justified for the RND to interpret a long nasal as a syllabic
sound, in a more general approach long nasals and syllabic nasals should be
distinguished. In the NOS data we found that the northwind (nordavinden) was
pronounced as [*nuira,vinm| in the dialect of Oslo. This makes clear that long
nasals and syllabic nasal are not the same. Therefore, for the NOS data we
did not process long nasals as syllabic, but expect that the transcriber has put
a syllabic mark [ ] under a sound if it should be interpreted as syllabic. The
problem how to process (half-)long nasal and non-nasal consonants remains, for

"In the feature table of H & H syllabic consonants are specified as [+vowel] and [+consonant].
Syllabicity makes consonants more vowel like.



56 CHAPTER 3. MEASURING SEGMENT DISTANCES DISCRETELY

example geminates. For both vowels and consonants length refers to duration.
Even so, we have the feeling that the feature which represents vowel length should
not be used for consonant length. Therefore, for the NOS data consonant length
is not processed, unless an author transcribes for example a [t:] as [tt]. We did
not find this type of notations in the NOS data.

As we saw, when using a feature-based representation, length can easily be
processed by changing one or more feature values. However, this does not work
when using the phone-based representation. In some languages length is redund-
ant to some extent. E.g., in Standard Dutch the [e], [a] and [o] (written as <ee>,
<aa> and <o00> respectively in closed syllables) are usually long, while the [e],
[a] and o] (written as <e>, <a> and <o> respectively in closed syllables) are
short. Therefore, for the phone-based representation we experimented with an
approach in which half-long and long are not processed.

3.4.2.3 Half-long, long (2)

Although half-long and long may sometimes be redundant to some extent, this
will never consistently be the case. When ignoring both length marks, there is no
difference between e.g., the Dutch word ver [fer] ‘far’ and fair [fexr] ‘fair’. In this
section we present a second approach for processing half-long and long which
we examined in addition to the approach which we described in the previous
section. The benefit of this approach is that half-long and long can be processed
not only when using a feature representation, but also when using the phone
representation as well.

In Zwaardemaker and Eykman (1928) it was found that the duration of short
vowels in Dutch is 40-50% of that of long vowels (p. 298). In a study of durational
properties of vowels in Dutch, Nooteboom (1972) found that the duration of long
vowels is about two times the duration of short vowels (p. 115). However, this
ratio may be affected by stress, the position within the word, position within the
sentence, speech rate, etc. For Norwegian Fintoft (1961) found that the duration
of short vowels is 53% of that of long vowels (p. 24). This ratio is based on a
number of nonsense words built up on the structural principles of real Norwegian
words. The words were read by Norwegian speakers. More ratios of short to long
vowels for different languages can be found in Elert (1964).

Although the duration ratios may vary per language and under different con-
ditions, we take as a starting hypothesis that the duration of long vowels is twice
the duration of short vowels. The duration of half-long vowels is intermediate
between the duration of short and long vowels. Analogous to vowels, for short,
half-long and long consonants the same ratios are taken as starting point. This
implies that a long consonant is processed as if it were just as long as a long
vowel. In a more refined system vowel-consonant ratios should also be taken into
account. In the present system the different durations are implemented by chan-
ging the transcription. Above we explained that extra-short sounds are retained
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if extra-short
then retain sound
else if normal
then double sound
else if half-long
then treble sound
else if long
then quadruple sound
else{nothing}

Figure 3.1: Procedure followed when more than one length mark is noted for the
same phone.

as they are, and short sounds are doubled. In this outline we treble half-long
sounds, and quadruple long sounds. In this approach, the suprasegmentals half-
long and long are processed for all vowels and all consonants. E.g. the Dutch
word ook ‘ook’ is pronounced as [o:k]. This is changed into [ooookk]. In the
Sardinian dialect of Abbasanta the word for ‘water’ is pronounced as [ab-a]. This
becomes [aabbbaal. In the same dialect the equivalent for ‘then’ is pronounced
as [asioral. This is changed in [aassssoocraal.

We applied this approach to both the phone-based and feature-based rep-
resentations. We are aware of the fact that length is heavily weighted in this
procedure, but judge that length plays a rather strong role in perception. E.g. it
is for a listener striking when a speaker lengthens vowels at positions where the
listener himself would not.

For those cases where a transcriber unfortunately noted more than one length
mark for one phone, we follow the procedure as given in Figure 3.1.

3.4.2.4 Syllabic

In the RND consonants may also be vocalized. We process vocalized sounds as
syllabic sounds. Vocalized (RND) or syllabic sounds (NOS) are marked with the
diacritic syllabic. We are aware of the fact that there is no agreed phonetic defin-
ition for syllabicity. However, syllabicity forms part of the descriptive framework
of the IPA and thus we have to decide how to deal with it since it occurs in both
the RND and the NOS transcriptions. We consider two approaches for processing
syllabic sounds which corresponds with the two approaches which are regarded
when processing half-long and long.

In the first approach syllabic is not processed at all when using the phone
representation. This is potentially interesting since syllabic may be redundant.
E.g. a nasal after a stop at the end of a syllable can hardly be pronounced as a
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non-syllabic consonant. However, when using feature systems, this diacritic can
easily be processed by changing feature values. In the system of H & H a syllabic
sound is specified as [+vowel] and [+syllabic]. In the system of both V & C and
A & B the feature syllabic is set to 1.

In the H & H feature table only for the [m], [n], [y], [r] and [1] syllabic versions
are specified. For the RND data we retained the same restriction in the use of
the diacritic syllabic. For the NOS data we do not check whether the transcriber
noted the syllabic diacritic |, ] under a nasal, trill or lateral approximant but

assume a correct use of this diacritic by the transcriber. For the NOS data the
same way of processing is followed as for the RND.

In the second approach syllabic is processed by changing the transcription. In
this way syllabic is processed for both the phone and the feature representation.
Syllabic sounds are processed as long sounds, i.e. they are quadrupled. Here for
both the RND and the NOS data the correct use of this diacritic is not checked,
but is assumed to be the responsibility of the transcriber.

3.4.3 Place of articulation
3.4.3.1 Advanced, retracted

In the RND vowels and consonants can be followed by a [ ] or a [ |, which means
respectively ‘more to the back’ and ‘more to the front’. The same diacritical
marks are found in the IPA system, but there they represent respectively the
diacritics advanced tongue root and retracted tongue root. Following H & H, we
did not process these diacritics for the RND data, since their use is probably too
transcriber-dependent. For the NOS data these diacritics were ignored as well.
It was not clear how these diacritics should be processed. However, in the NOS
data the diacritical marks [ ] and |[_] also appear, representing respectively the
diacritics advanced and retracted. We processed them for vowels only. We only
found a satisfying way to process them in the systems of V & C and A & B.

Using V & C the feature advancement is decreased by 1 for an advanced
vowel and increased by 1 for a retracted vowel. For the A & B system the
feature advancement is decreased by 0.5 for an advanced vowel and increased
by 0.5 for a retracted vowel. The different weighting of V & C and A & B are
due to the different weighting of the feature advancement. For both systems
the result is that e.g. the [i] and the [i] are equal, both located exactly in the
middle between the [i] and the [i]. Using V & C advanced is not processed for
vowels with advancement=2 (front) while retracted is not processed for vowels
with advancement=6 (back). In the A & B system advanced is not processed for
vowels with advancement=1 (front) while retracted is not processed for vowels
with advancement=3 (back).
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3.4.3.2 Raised, lowered

In the RND vowels and consonants can be followed by a [ ] or a [_|, which means
respectively ‘more closed” and ‘more open’. In the IPA system the same diacritical
marks are found, representing the diacritics raised and lowered. Following H & H,
we did not process these diacritics for the RND data, since their use is probably
too transcriber-dependent. However, for the NOS data they are processed. We
processed them for vowels only. We only found a satisfying way to process them
in the systems of V & C and A & B.

Using the feature system of V & C the feature high is increased by 0.25 for a
raised vowel and decreased by 0.25 for a lowered vowel. For the A & B system
the feature height is decreased by 0.5 for a raised vowel and increased by 0.5 for
a lowered vowel. The different weighting for both systems is due to the different
weighting of the features high and height. For both systems the result is that
e.g. the [g] and the [] are equal, both located exactly in the middle between the
[e] and the [e]. Using the V & C system raised is not processed for vowels with
high=4 (close) while lowered is not processed for vowels with high=1 (open). For
the system of A & B raised is not processed for vowels with high=4 (close) while
lowered is not processed for vowels with high=1 (open).

3.4.3.3 Labialized, palatalized, velarized, pharyngealized

In the feature table of H & H the sequence [tj] and the [t/] are specified as a [c].
The [c] is only used in part 16 of the RND, therefore, it is obvious to interpret
and to process the [tj] and the [t/] as substitutes for the [c]. In our research in the
RND transcriptions we replaced all [tj]’s and [t]’s by the [c]. In the RND data the
diacritic palatalized is noted by putting a dot on top of or below the consonant,
or by putting a [ _] below the consonant. Except for the [t], as just explained,
we did not process this diacritic, following H & H. The use of this diacritic may
be too transcriber dependent. In the NOS data the diacritic palatalized was not
found.

However, for the NOS data the diacritics labialized (V), palatalized (%), velar-
ized (¥) and pharyngealized (¥) are taken into account when using the feature
systems of V & C and A & B. They are processed by changing the feature place.
The new place is based on the bit representation of the original place of ar-
ticulation and the bit representation of respectively bilabial, palatal, velar and
pharyngeal. The original place of articulation is weighted for 75% and the sec-
ondary place of articulation for 25%. Since e.g. a velarized [t] is still recognized
as a [t] and not as a [k], the original place of articulation should be weighted more
heavily then the secondary place of articulation. The weightings are applied to
each bit of each pair of bits separately. This assures that the bit representation of
the place of a velarized [t] is distinguished from one of the existing places between
alveolar and velar (see Section 3.6.2 for a more extended explanation).
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3.4.4 Manner of articulation
3.4.4.1 Apical

We found no way to process the diacritic apical using phones (e.g. s). However,
when using a feature system it is possible to process this diacritic. In the RND
data this diacritic is not used. However, when processing data based on the
modern IPA system such as the NOS data, the occurrence of this diacritic will
be taken into account. In the NOS data this diacritic is not found, but in data
of e.g. Roman languages this mark may occur. In all three feature systems we
added an extra feature apical. In the H & H system apical sounds are specified
as [+xapical], in the V & C and A & B systems the feature apical is set to 0.5.

3.4.4.2 Nasalized

In the RND data sounds can be nasalized (e.g. [a]), but also half-nasalized
(e.g.[a]). Half-nasalized sounds may be conceived of being produced with the
velum in an intermediate position between fully raised and fully lowered. In
the feature table of H & H a nasalized and a half-nasalized version is defined
for all monophthongs (possibly for different lengths) and centering diphthongs.
In our research both diacritics may also be applied on closing diphthongs and
consonants. The use of the diacritic half-nasalized is specific for the RND data,
in the NOS data only the diacritic nasalized is used.

H & H pay special attention to instances of the combination (half-)nasalized
vowel + (extra-short) nasal consonant (Hoppenbrouwers and Hoppenbrouwers,
2001, p. 46). All possible combinations are listed in Table 3.16. If we understand
the explanation of H & H correctly, then the combinations 1, 3 and 4 are im-
possible because of undervaluing nasality, and the combinations 6, 9 and 10 are
not possible due to overrating nasality. Only the combinations 2, 5, 7 and 8 are
possible. H & H corrected the combinations which they judged to be impossible.
We are not convinced that all of the combinations are impossible. Therefore,
we made no changes in the transcription and process nasality as given by the
transcriber.

In the feature table of H & H half-nasalized sounds are specified as [+*nasal],
and nasalized sounds as [+nasal]. For both V & C and A & B the feature nasal
is set to 0.5 for half-nasalized vowels and to 1 for nasalized vowels. Note that for
both systems the feature nasal is a vowel feature. So with the use of this feature
it is not expressed that a nasal consonant is more related to a nasalized vowel
than to a non-nasalized vowel, which is a disadvantage of the fact that vowel
features and consonant features are separated.
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1. Not nasalized vowel + extra short nasal

2. Not nasalized vowel + nasal

3. Half nasalized vowel + nothing

4. Half nasalized vowel + non-nasal

5. Half nasalized vowel + extra-short nasal

6. Half nasalized vowel + nasal

7. Nasalized vowel + nothing

8. Nasalized vowel 4+ non-nasal

9. Nasalized vowel + extra-short nasal
10. Nasalized vowel + mnasal

Table 3.16: All possible combinations of a (half-)nasalized vowel and an (extra-
short) nasal consonant.

3.4.4.3 No audible release

The diacritic no audible release (e.g. [d’]) appears in the NOS data. However,
this diacritic was not processed since it was not clear how it could be processed
in the feature system.

3.4.5 Voice
3.4.5.1 Aspiration

H & H did not process the diacritic aspirated in their feature system. Possibly the
use of this diacritic in the RND is too transcriber-dependent. We follow H & H
and ignore this diacritic when processing the RND data. However, for the NOS
data source (where all data is transcribed by one transcriber) it is processed. An
[h] is inserted after the phone which was noted to be aspirated. This [h] is noted
as extra-short, so the weighting is halved. When using feature systems, another
way to process aspirated would have been to use an extra feature. In that case
the weight of aspiration would be much lower. However, our approach reflects the
fact that an aspirated sound is perceived as a sound followed by a small [h]. The
rather strong weighting accords with the fact that people who aspirate sounds
are quickly associated with certain regions.

3.4.5.2 Voiceless, voiced

H & H mention that phonological interpretation systematically seems to play a
role in the RND (Hoppenbrouwers and Hoppenbrouwers, 2001, p. 31). In case of
assimilation of voice this results in notations like [nit ve:l] niet veel ‘not much’.
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In that case H & H replace the voiceless [v] by a [f]. We chose a more cautious
approach. When using phones, the diacritics are ignored. However, when using
the feature system of H & H, both a voiceless version of a normally voiced con-
sonant (e.g. [v]) and a voiced version of a normally voiceless consonant (e.g. [f])
are specified as [*voiced], which means that the consonant is half-voiced and half-
voiceless. When using the feature systems of V & C or A & B the feature voice

is set to 0.5. The procedure for phones and features as described here applies for
both, the RND and the NOS data.

3.4.5.3 Breathy, creaky

For the NOS data only the diacritics breathy voiced (e.g. [9]) and creaky voiced
(e.g. [a]) are processed. They are only processed when using a feature repres-
entation, since we found no possibility of processing them when using the phone
representation. Since these diacritics should not weigh too heavily, we assign only
a value of 0.25 to the features breathy and creaky respectively. These weightings
are chosen intuitively. Both diacritics are only processed when noted below a
vowel.

3.5 Redundancy

We only find rules that are applied to remove redundancy from feature bundles
in the feature system of H & H. This can be explained from the fact that the
system was originally developed to be used for the feature frequency method
in which features are counted. H & H write that a text which contains many
coronals and anteriors, will also contain many consonants, and that in a language
with a relatively great number of vowels there will be relatively less space for
consonants (Hoppenbrouwers and Hoppenbrouwers, 2001, p. 43). Therefore, a
feature specification may contain redundant information. H & H decided to
ignore feature values which may be predicted on the basis of other feature values
using rules.

In the feature table the presence of a feature is indicated by a ‘+’ and the ab-
sence by a ‘—’. Also a ‘*’ can be used which signifies intermediate values, needed
to express that a feature value changes during the realization of the segment (see
Section 3.2), or when a property is only weakly present (e.g. half nasalized, see
Section 3.4.4.2). However, when presence or absence can be predicted on the
basis of one or more of the other features, respectively a ‘0’ and ‘1" are noted.
When H & H apply their feature frequency method, redundant positive marked
features (1’s) are processed as absent.

In our implementation only 0’s, *’s and 1’s are used. The *’s and 1’s have
the same meaning as respectively the x’s and +’s of H & H, and a 0 means that
either the feature is absent or redundant or both (the —’s, 1’'s and 0’s of H & H).
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H & H give five rules, where rule 1 and rule 2 are subdivided in four subrules.
Because of the restriction to and the different meaning of 0’s, *’s and 1’s in our
implementation, we first have to perform the rules 2a to 2d, and the rules 1la to
1d afterwards. In this way, we get the same effect as when following the operating
procedure of H & H exactly. Table 3.17 contains the rules as given by H & H,
extended with some more rules, which we will justify below.

The rules 1a to le indicate that the features [+front] ... [+polar| predict the
feature [+vowel]. For the sake of closing diphthongs we added the rules 1f to 1j,
and for the purpose of the centering diphthongs we added the rules 1k to lo.

The rules le, 1j and lo are added for the sake of sounds marked as [—front
—back —round —low +polar]. Sounds with these specifications do not appear in
the feature table of H & H because it contains only sounds which appear in the
RND. However, in view of the NOS, we extend the system so that all IPA vowels
can be processed.

Vowels are always marked as [+sonorant +voiced +continuant +syllabic|.
This is indicated in the rules 2a to 2d. We added the condition [—consonant).
Syllabic consonant are also specified as [+vowel|, however, since they are also
[+consonant], they are excluded by this extra condition, in accordance with what
is suggested by the feature table of H & H. For the benefit of the centering
diphthongs we added the rules 2e to 2h.

H & H mention that for diphthongs the feature [+long] is redundant. From
the feature table it can be concluded that only closing diphthongs are intended to
fall under this rule. Centering diphthongs are — perhaps surprisingly — specified
as [—diphthong]. The prediction of [+long] for closing diphthongs is reflected in
rule 3.

For consonants pronounced in the back the feature [+high| is superfluous:
This is reflected in rule 4a. From the feature table follows that also rule 4b
applies.

H & H write that for the sonorant laryngeal, the guttural [f] the feature
[+continuant] can be predicted. They suggest as rule: [+laryngeal +sonorant]
— +continuant. However, in the feature table the [] is specified as [—sonorant
+voiced]. Upon investigation, it appears that as a second condition it was not
[+sonorant], but [+voiced] that was meant. In our overview the rule is corrected
and given as rule 5.

From the feature table it appears that for vocalized (or syllabic) consonants
the feature [+vowel| is redundant. Therefore, we added rule 6.

H & H do not give rules which predict negative marked features since there is
no real difference between absent features and redundant features when processing
the feature specifications.
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la
1b
1lc
1d
le

1f
1g
1h
1i

1k
11
1m

In
1o

2a
2b
2¢c
2d

2e
2f
2g
2h

4a
4b

Table 3.17: Redundancy rules which predict positive feature specifications as

+front
+back
+round
+low
+polar

xfront
xback
sround
xlow
xpolar

«front
xback
sxround
*xlow
xpolar

+vowel
+vowel
+vowel
+vowel

xvowel
xvowel
xvowel
xvowel

+diphthong

+posterior
xposterior

+laryngeal

+syllabic

~+diphthong
+diphthong
~+diphthong
~+diphthong
~+diphthong

—diphthong
—diphthong
—diphthong
—diphthong
—diphthong

—consonant
—consonant
—consonant
—consonant

—consonant
—consonant

—consonant
—consonant

+voiced

+consonant

used in the feature system of H & H.
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!
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—

+vowel
+vowel
+vowel
+vowel
+vowel

+vowel
+vowel
+vowel
+vowel
+vowel

xvowel
xvowel
xvowel
xvowel
xvowel

+sonorant
+voiced
+continuant
+syllabic

—+sonorant
+voiced
+continuant
+syllabic
+long

+high
+high

+continuant

+vowel
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3.6 Comparison of segments

3.6.1 Phones

Calculating sound distances on the basis of the phone representation is trivial.
There exist only two distances: 0 (phones are equal) and 1 (phones are different).
So the distance between e.g. a [p] and an [a] is 1 unit, the distance between a
[p] and a [b] is 1 unit, and also the distance between an [au] and an [a] is 1 unit.
In the approach of Kessler (1995) two phones which are basically equal but have
different diacritics, are regarded as different phones. So [a] versus [a:] costs 1 unit
just as [a] versus [p] costs 1 unit. Our approach only deals with basic symbols.
Suprasegmentals and diacritics can only be taken into account by changing the
transcription beforehand (see Section 3.4). Using the resulting transcription only
the basic symbols are processed. This approach is motivated by the idea that
we should take care not to overvalue the influence of suprasegmentals and/or
diacritics and retain the relation between a sound with and without one or more
additional marks. So in our research an [a] and an [a:] are considered to be equal.

3.6.2 Features

One of the properties of the feature system of H & H is that all features are
binary. H & H developed their system for their feature frequency method. In the
systems of V & C and A & B also multivalued features are used. A disadvantage
of multivalued features is that they may neutralize each other. In this section
we describe how a multivalued feature can be changed into a vector of binary
features. The neutralizing effect is illustrated on the basis of the three cases
where the effect was found. For each of the cases we show how this effect is
eliminated when using binary vectors. Finally we describe how the distance
between two histograms or between two feature bundles is actually calculated,
using the binary vector representation.

3.6.2.1 Vector representation per feature value

Comparing the feature representations in the system of H & H with the systems
of V& C and A & B, we see that H & H only use values 0 and 1, represented
by 4+ and —. For diphthongs and extra-short sounds also the value 0.5 is used,
represented by a . In the two other systems a wider range of values is used. In
the three feature systems vowel advancement for instance is defined as follows:

H & H V&C A& B
front | back | advancement | advancement
front 1 0 2 1
central 0 0 4 2
back 0 1 6 3
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Where V & C and A & B use one multivalued feature, H & H use two binary
features. In the V & C system the values of the A & B system are weighted two
times. The weighting in the H & H system is the same as in the A & B system.
In fact H & H give a vector representation for the A & B values. In general the
following applies: one feature having n integers with stepsize 1 can always be
converted to a vector of n — 1 binary values. Other possibilities of representing
the A & B advancement feature by a binary vector are:

‘ value 1 ‘ value 2 ‘ value 1 ‘ value 2 ‘ value 3
front 0 0 _ front 1 0 0
central 1 0 and: central 1 1 0
back 1 1 back 1 1 1

The first representation is most efficient. However, we prefer the second repres-
entation. The idea behind the second is: 1 is represented by one 1, 2 by two 1’s,
3 by three 1’s, etc. If necessary, the value 0 can also be used and represented as
a vector containing only 0’s. In that case the following applies: a multivalued
feature which may have as its highest value the value n, and which only contains
integers, can always be converted to a vector containing n binary features.

As mentioned above, besides the 0 and 1 H & H use also the value 0.5. When
processing suprasegmentals and diacritics (see Section 3.4) it appeared that we
needed some more fractions. In our research we use the following fractions: 0.125,

0.250, 0.375, 0.500, 0.625, 0.750 and 0.875.

3.6.2.2 Summing feature values

When using the frequency-based corpus frequency method or the frequency per
word method per feature the values as specified for the segments in the corpus
or in the word are added. When using multivalued features, low and high values
may neutralize each other. Assume a hypothetical example where one dialect has
one vowel which is fronted and one vowel which is back. Another dialect has two
vowels which are central. Using the A & B system, the sum of the values for the
feature advancement in the first dialect is 1 + 3 = 4, and in the second dialect
2 + 2 = 4. This suggests erroneously that the two dialects are equal when only
considering the feature advancement. When using binary vector representations
this will not be the case. We use the vector representation as suggested in the
previous section. In this representation the feature advancement is split in three
binary features. Now for each dialect the values of the features of the one vector
are added to the values of the corresponding features of the other vector:

vl v2 v3 vl v2 v3
front | 1 0 O central | 1 1 O
back | 1 1 1 central | 1 1 O
sum | 2 1 1 sum 2 2 0
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Next we calculate the absolute differences between the corresponding sum values
of the one dialect and those of the other dialect:

vl v2 v3
dialect 1 | 2 1 1
dialect 2 | 2 2 0
abs. diff. | 0 1 1

The distance between the two dialects is found by taking the sum of the absolute
differences: 0 + 1+ 1 = 2. This outcome shows correctly that the two dialects
are different.

3.6.2.3 Representation of diphthongs

As mentioned in Section 3.2, the definition of diphthongs is based on the features
corresponding with the start position and with the end position. To be more
concrete, the average feature values of the values of the start position and those
of the end position are taken. Assume the four degrees of height are defined as 1
(close), 2 (close-mid), 3 (open-mid) and 4 (open). Now we want to find the correct
height value for the [ei]. The [e] is open-mid (3), the [i] is close (1). The average
would be (1 + 3)/2 = 2, i.e. close-mid. However, the [e] is close-mid is well. So
we get a neutralizing effect when taking the average feature values, resulting in
a specification which suggests that the [ei] has the same height as the [e]. Since
the [e] is a stable sound, and the [ei] is a sound with a changing height, this
outcome is undesirable. We found the solution by representing the multivalued
feature height as a binary vector. Analogous to the example in Section 3.6.2.1
the different degrees of height are represented as follows:

vl v2 v3 v4
close 1 0 0 0
closemid | 1 1 0 0
open-mid | 1 1 1 0
open 1 1 1 1

Using these representations, the values of the corresponding features of the two
vectors are averaged:

vl v2 v3 v4
[i] 1 0 0 0 x50%
[e] | 1 1 1 0 x50%

gives:
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vl v2 v3 v4
05 0 0 0
0.5 0.5 05 0
[€i] | 1 0.5 05 0

Next we calculate the absolute differences between the corresponding vector val-
ues of the [ei] and the [e]:

vl v2 v3 v4
[e] 1 1 0 0
[€i] 1 05 05 0
abs. diff. |0 05 05 0

The sum of the differences is 0 + 0.5 + 0.5 + 0 = 1, which shows that the stable
le] and the changing [ei] are different.

3.6.2.4 Representation of the place of articulation

Using vector representations for multivalued features is also useful when finding
the representation of the place of articulation of a sound with a secondary place
of articulation. In our research the primary place of articulation is weighted for
75% and the secondary place of articulation for 25% (see Section 3.4). Assume
we have to process a velarized t ([t¥]). The place of articulation of the [t] is
alveolar. Assume alveolar is represented by 1, postalveolar by 2, retroflex by 3,
palatal by 4 and velar by 5. Using a single value, the new place of articulation
would be 75% x 1+ 25% x 5 = 2, which is postalveolar. However, a velarized t is
not postalveolar at all. Here we are faced again with the difficulty that values of
multivalued features neutralize each other. With the use of vector representations
this problem will be solved. Analogous to the example in Section 3.6.2.1 the
different places of articulation are represented as follows:

vl v2 v3 v4d vb
alveolar 1 0 0 0 0
postalveolar | 1 1 0 0 0
retroflex 1 1 1 0 0
palatal 1 1 1 1 0
velar 1 1 1 1 1

Using this representations, we should weight the primary place of articulation 75%
(alveolar) and the secondary place of articulation (velar) 25%. When adding the
weighted vector values of the primary place of articulation to the corresponding
weighted vector values of the secondary place of articulation, we get the place of
articulation of the velarized t:
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vl v2 v3 v4 v
alveolar | 1T 0 0 0 0 x75%
velar 1 1 1 1 1 x25%

gives:

vl v2 v3 v4 vd
0.75 0 0 0 0
0.25 0.25 0.25 0.25 0.25
sum | 1 0.25 0.25 0.25 0.25

Next we calculate the absolute differences between the corresponding vector val-
ues of the velarized t and postalveolar:

vl v2 v3 v4 VO
velarized t 1 025 025 0.25 0.25
postalveolar | 1 1 0 0 0
abs. diff. 0 075 0.25 0.25 0.25

The sum of the differences is 0 4+ 0.75 + 0.25 + 0.25 4+ 0.25 = 1.5, which shows
that the place of articulation of a velarized t is distinguished from postalveolar.

3.6.2.5 Comparison of segments

The comparison of feature histograms and feature bundles is basically the same.
Therefore, the same metric for the comparison of feature histograms is used for
the comparison of feature bundles as well. There are several metrics for finding
the distance between two feature histograms or feature bundles (Jain and Dubes,
1988; Hoppenbrouwers and Hoppenbrouwers, 1988). We restricted ourselves to
the most common ones: Manhattan (or taxicab, or city block) distance, Euclidean
distance and Pearson’s correlation coefficient.

Assume we compare a histogram or bundle X with a histogram or bundle Y
where n is the number of features. The Manhattan distance (Jain and Dubes,
1988) is simply the sum of all feature value differences for each of the n features:

(3) S(X.Y) = Y0 |X, v

The Euclidean distance is the square root of the sum of squared differences in
feature values:

(3.2) SY) = |3 (X - 1)
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The Pearson correlation coefficient (Hogg and Ledolter, 1992) is calculated as
follows:®

(X - XY - 1)
(3.3) r(X,Y) = nizl =

(3 K3

When comparing two ranges, if all values are equal in one or both histograms,
the correlation coefficient between both ranges is not defined since a division by
zero occurs. This never happens in corpus-based histograms, but it is possible
that all values in a word-based histogram or in a single feature bundle are the
same. Normally the correlation coefficient ranges from —1 (inverse ranges) to
+1 (parallel ranges). Therefore, when both feature bundles are constant, we set
the correlation coefficient to 1. When only one range is constant, we set the
correlation coefficient to 0.

In fact, Pearson’s correlation coefficient is a similarity measure. As such
Hoppenbrouwers and Hoppenbrouwers (2001) used this metric for the comparison
of feature histograms. The minimum value is —1 (minimal similarity) and the
maximum value is +1 (maximal similarity). In view of the use of cluster analysis
(see 6.1) we only want to use distance metrics. We used the Pearson’s correlations
coefficient by calculating 1 — r. In that case the minimum value is 0 (maximal
similarity) and the maximum value is 2 (minimal similarity).

We are aware of the fact that the use of the Pearson’s correlation coefficient is
more correct for the comparison of histograms than for the comparison of feature
bundles. Histograms which are parallel to each other show that in the correspond-
ing varieties the different features are positively marked in the same proportions.
However, when comparing feature bundles this approach may give the wrong
results when ranges are parallel and the one range is consistently higher than
the other range. The Pearson’s correlation coefficient will give the impression
that they are equal. We include measurements of correlation coefficients among
feature bundles for the sake of completeness, even though we do not expect it to
function well.

8Before using this formula, X and Y should be calculated. This means that for calculating
the correlation coefficient at least two passes are needed. In our research we used another
formula, which allowed more efficient processing and avoids some of the rounding errors that
are made with the earlier formula (Hogg and Ledolter, 1992):

Z" XTK _ Z:L:I X Z:Lzl Yi
T(Xa Y) = Z:I(Z;L /X )2 E (Zn Y:)?
Vi, xe - Za X v - Qe
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3.7 Linear and logarithmic distances

Using the feature bundles the distance between two segments can be calculated.
The simplest way in which this can be done is taking the sum of the absolute
differences of each pair of corresponding feature values. Other metrics are de-
scribed in Section 3.6.2. Characteristic for the original A & B system is that
when a distance exceeds a certain ceiling, that distance is set to the value of a
ceiling. However, the question arises as to what value the ceiling should be set
to. In Heeringa and Braun (2003) an adjusted version of the Almeida & Braun
system is proposed where the logarithm of the feature bundle distances is taken
instead of using a ceiling. The effect of taking the logarithm is that small dis-
tances are weighted relatively more heavily than large distances. This may be
in accordance with our perception, where small differences in pronunciation play
a relatively strong role in comparison with larger differences. We experimented
with both linear and logarithm feature bundle distances for all three feature sys-
tems: the H & H, the V & C and the A & B system.

Because the distance between identical sounds is 0, and the logarithm of 0 is
not defined, we first increase the distance with 1 and next calculate the logarithm
of the distance. In this way, the distance between equal sounds still remains 0
since the logarithm of 1 is equal to 0. In general we calculate In(distance + 1).

In Figure 3.2 the effect of taking the logarithm of the IPA vowel distances
as found with the A & B system is shown. For each of the 28 IPA vowels the
distance with respect to silence is calculated. Next the distances are sorted from
short to long. In both cases, linear and logarithmic, [o] is most like silence and
], [y], [wl], [u], [a], [€], [a], [p] are all most unlike silence. The graph shows the
sorted distances. The points corresponding with distances are connected by lines
to get a clearer picture. By taking the logarithm, greater distances are decreased
to a greater degree than short distances.

In Figure 3.3 the effect of taking the logarithm of the IPA consonant distances
as found with the A & B system is shown. For each of the 59 IPA consonants the
distance with respect to silence is calculated. Next the distances are sorted from
short to long. In both linear and logarithmic distance, [?] is most like silence
and [w] is most unlike silence. The graph shows sorted distances in the same
way as was shown for the vowels. The points corresponding with distances are
connected by lines. Of course the same effect as for the vowels is seen here:
greater distances are decreased to a greater degree than shorter distances when
taking the logarithm.

We only apply the logarithm to segment distances as used in the Levenshtein
distance (see Section 5.1), not to histogram distances as calculated in the cor-
pus frequency method or the frequency per word method. In the corpus feature
frequency method the distance between two histograms corresponds to a dialect
distance, and in the feature frequency per word method the distance between two
histograms corresponds to a word distance (see Section 2.3.2 and Section 2.3.3).
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Figure 3.2: Linear (upper) and logarithmic (lower) A & B distances of 28 IPA
vowels with respect to silence. Distances are calculated as the sum of the dif-
ferences between corresponding features. The graph shows the distances sorted
from low (left) to high (right). Greater distances are reduced more than smaller
ones by using the logarithm.
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Figure 3.3: Linear (upper) and logarithmic (lower) A & B distances of 59 IPA
consonants with respect to silence. Distances are calculated as the sum of the
differences between corresponding features. The graph shows the distances sorted
from low (left) to high (right). Greater distances are reduced more than smaller
ones by using the logarithm.
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The result of taking logarithmic distances is that great dialect distances (in the
corpus feature frequency method) or great word distances (in the feature fre-
quency per word method) will stay relatively small. For dialect distances and
word distances we judge this to be undesirable.

Special attention should be paid when the [i], [j], [u] and [w] are compared to
each other when using the feature systems of V & C and A & B. In Section 3.1.3.1
we described that these sounds are defined as both vowel and consonant. When
a doubly defined segment is compared to another doubly defined segment, the
distance is equal to the average of the vowel distance and the consonant distance.
When calculating the logarithmic distance, we calculate this as:

In(vowel distance + 1) + In(consonant distance + 1)
2

3.8 Correlation between systems

In this section we compare the different feature systems of H & H (see Sec-
tion 3.1.2), V & C (see Section 3.1.3) and A & B (see Section 3.1.4). For each of
the systems all vowels and consonants are specified. We ask the question to what
degree the various systems for calculating segment distances correlate in the dis-
tances they assign, and whether there remain interesting differences as well. The
distances between vowels and consonants are calculated using the three metrics
which are proposed in Section 3.6.2: the Manhattan distance (M.), the Euclidean
distance (E.) and the Pearson correlation coefficient (P.). For the H & H system
redundancy is removed from the feature bundles (see Section 3.5). For all systems
the linear distances are used (see Section 3.7).

In Section 3.8.1 we give an overview of all matrices among which the cor-
relation coefficients are calculated. Section 3.8.2 explains how to determine if a
correlation coefficient is significant. In this section we also explain how to determ-
ine whether two correlation coefficients are significantly different. In Section 3.8.3
we examine the influence of the different feature systems while in Section 3.8.4
the influence of different feature bundle metrics is investigated.

In Section 7.4.3 the influence of different feature systems and different feature
bundle metrics will be further examined.

3.8.1 Matrices

When correlating results of one particular segment representation using one par-
ticular feature bundle metric with results of another segment representation using
a feature bundle metric, this is done on the basis of distances which are arranged
in a matrix. The matrices may have four different sizes.

In the RND data 18 vowels are used. Although the vowel [&] does not ap-
pear in RND transcriptions, it is included because it is used for the definition
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of diphthongs (see Table 3.14). Calculating the distances between the vowels
results in (18 x 17)/2 = 153 distances. In the RND 27 consonants are used.
When calculating the distances between the consonants we get (27 x 26)/2 = 351
distances.

In the NOS data the modern IPA system is used. In the IPA system 28 vowels
are given. If we calculate the distances between the vowels, we get a distance
matrix of (28 x27)/2 = 378 distances. In the IPA system 58 pulmonic consonants
are given. We added the [w] which is ordered under ‘Other Symbols’ in the IPA
system, so we get 59 consonants. When calculating the distances between the
consonants, a distance matrix of (59 x 58)/2 = 1711 distances is obtained.

3.8.2 Significance

For finding the significance of a correlation coefficient we used the Mantel test.
In classical tests the assumption is made that the objects which are correlated
are independent. However, values in distance matrices are usually correlated
in some way, and not independent (Bonnet and Van de Peer, 2002). A widely
used method to account for distance correlations is the Mantel test (Mantel,
1967). Mantel developed an asymptotic test, in which the null hypothesis is that
distances in the one matrix are independent of the corresponding distances in the
other matrix. The significance of the statistic can also be evaluated by randomly
reallocating the order of elements in one of the matrices (Bonnet and Van de
Peer, 2002).

The program we used is also based on a series of random permutations. As-
sume we have two matrices Dy and Dy. We would like to know whether r( Dy, Ds)
is significant. To determine the significance a number of iterations is performed.
In each iteration the order of the elements of D; is changed by swapping each
element with another element where the other element is randomly chosen. In
fact it does not matter whether Dy, Dy or both are randomly permuted. Next
the following condition is tested:

r(Pi, Dy) > (D1, Dy)

If this condition is true, a counter is incremented by 1. After the iterations are
finished, the counter is divided by the number of the iterations. The outcome
gives the chance that randomly permuted matrices correlate more strongly than
the two unchanged matrices. The number of iterations determine the overall
precision of the test. Since we use o = 0.05, the number of repetitions should be
equal to about 1000 (Manly, 1997).

Besides finding the significance of a correlation coefficient we would like to
know whether one correlation coefficient is significantly higher than another. As-
sume we have four matrices Dy, Dy, D3 and Ds. We want to know whether
r(D1, D9) is significantly higher than r(Ds, D). For this purpose, a number of
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iterations is performed again. In each iteration D; and Ds are randomly per-
muted. We call the permuted matrices respectively P, and P3;. Just as in the
procedure described above, a random permutation is generated by swapping each
element with another element which is randomly chosen. Next the following con-
dition is tested:

T(Pl, DQ) — T(Pg, D4) Z T(Dl, D2) — T'(Dg, D4)

If the condition is true, a counter is incremented by one. After all iterations are
finished, the counter is divided by the number of the iterations. This gives the
chance of getting a difference which is equal to or greater than the given difference
when using randomly permuted matrices. Just as in the previous procedure, we
perform 1000 iterations and a significance level of a = 0.05.

Examples of related applications of the Mantel test are found in Barbujani
et al. (1994), Weng and Sokal (1995) and Manni (2001). Barbujani et al. (1994)
investigated the relation between genetics and linguistics in the Caucasus. Ge-
netic, geographic and linguistic distances were correlated. Weng and Sokal (1995)
carried out a lexicostatistics study. In this study a series of tests was undertaken
to relate lexicostatistical dissimilarities among 48 Indo-European languages to
distances representing various causal hypotheses. The putative causal distance
matrices include geographic distances, distances representing the origin of agri-
culture, and distances representing hypotheses concerning the origin and spread
of Indo-European languages in Europe. Manni (2001) compared genetic and
linguistic distances for the Italian province of Ferrara and for the Netherlands.

3.8.3 Feature representations

In Tables 3.18 and 3.19 the different feature representations can be compared.
In the tables correlation coefficients are given, based on pairs of matrices where
the distances in each matrix are based on different feature systems and on the
same metric for the comparison of feature bundles. The columns divide results
in Manhattan, Euclidean and Pearson metrics. Results are given for vowels and
consonants for each metric. All correlations are significant for a = 0.05.

For both the RND and the IPA it appears that all correlations between the
V & C system and the A & B system are stronger — although not significantly
stronger — than the corresponding correlations between any other pair of systems.
Looking at the vowel features, height is defined in a similar way in the V & C
system and the A & B system, while in the H & H system some relationship
between most low and most high sounds is defined. For the consonants it holds
that in both the V & C system and the A & B system the place of articulation
is explicitly defined. This is not the case in the H & H system. In turn most
correlations between the H & H system and the V & C system are stronger
— but not significantly stronger — than the corresponding correlations between
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M. E. p.
VOW. CONS. | VOW. COnNS. | VOW. cons.
H&H vs. V&C| 077 068 | 0.77  0.71 | 0.59 0.68
H&H vs. A&B | 070 058 | 0.72 0.60 | 0.51 0.65
V&C vs. A&B | 079 0.80 | 0.80 0.81 | 0.67 0.77

Table 3.18: Correlation coefficients between RND segment distances obtained on
the basis of different feature systems and as calculated using Manhattan (M.),
Euclidean (E.) and Pearson (P.) procedures. Results are given per metric for
vowels (vow.) and consonants (cons.).

M. E. p.
VOW. CONS. | VOW. CONS. | VOW. Cons.
H&H vs. V&LC| 072 061 | 071 0.62 | 0.42 0.63
H&H vs. A&B | 064 057 | 065 0.61 | 042 0.64
V&C vs. A&B |08 0.76 | 0.79 0.76 | 0.71 0.74

Table 3.19: Correlation coefficients between IPA segment distances obtained on
the basis of different feature systems and as calculated using Manhattan (M.),
Euclidean (E.) and Pearson (P.) procedures. Results are given per metric for
vowels (vow.) and consonants (cons.).

the H & H system and the A & B system. In the A & B system, manner of
articulation is defined as a scale. This is not the case in the two other systems.

The correlation coefficients vary from at least 0.42 to at most 0.81. These
rather low correlation coefficients show that it remains interesting to take all
three feature representations into account in further research, even though the
correlation coefficients are significant.

3.8.4 Feature bundle metrics

In Tables 3.20 and 3.21 the different metrics can be compared. In the tables
correlation coefficients are given, based on pairs of matrices where the distances
in each matrix are based on different metrics for feature bundle comparison and
on the same feature system. The columns divide results in the H & H, V & C
and A & B system. All correlations are significant for ae = 0.05.

For both the RND and the IPA it appears that all correlations between the
Manhattan metric and the Euclidean metric are stronger than the corresponding
correlations between any other pair of metrics. Examining the IPA results, the
correlations between the Manhattan metric and the Euclidean metric are also
significantly stronger when using the feature systems of H & H (vowels and con-
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H&H V&C A&B
VOW. CONS. | VOW. cons. | VOW. Cons.
vs. E.| 097 099 | 098 099 | 0.99 0.98
vs. P.10.89 090 [ 090 094 | 0.94 0.95
vs. P. | 0.87 090 | 090 094 | 0.94 0.93

M.
M.

Table 3.20: Correlation coefficients between RND segment distances obtained on
the basis of different metrics. Results are given per feature system for vowels
(vow.) and consonants (cons.).

H&H V&C A& B
VOW. COns. | VOW. cons. | VOW. cons.
M. wvs. E. ] 097 097 | 098 0.98 | 0.99 0.99
M. wvs. P.]0.80 090 | 090 094 | 095 0.94

vs. P.10.80 089 | 0.89 093 | 095 0.93

Table 3.21: Correlation coefficients between TPA segment distances obtained on
the basis of different metrics. Results are given per feature system for vowels
(vow.) and consonants (cons.).

sonants) and A & B (consonants). We observe that some correlations between
the Manhattan metric and the Pearson correlation are higher than the corres-
ponding correlations between the Euclidean metric and the Pearson correlation.
However, these correlations are not significantly higher.

When looking at the correlation coefficients between the Manhattan distances
and the Euclidean distances, we see that these vary from at least 0.97 to at most
0.99. These are all extremely high values, indicating that it is not necessary to
regard both metrics in further research. The correlation coefficient between the
Manhattan metric and the Pearson metric vary from 0.80 to 0.95, and between
the Euclidean metric and the Pearson metric from 0.80 and 0.95. This indicates
that the Pearson correlation coefficient metric is rather different from both other
metrics.

3.9 Conclusions

In this chapter we proposed different representations of speech segments in order
to find the relations among them. The roughest representation is the phone rep-
resentation. In this representation speech segments are simply equal or not equal.
There are no gradations. The more refined representation is the feature repres-
entation. Using this representation, finer segment distances are obtained. We in-
vestigated three feature systems, and three metrics for finding distances between
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feature histograms (used in frequency-based methods) and feature bundles (used
in Levenshtein distance).

We found that the V & C system and the A & B system correlate for most
metrics more strongly — although not significantly so — than the corresponding
correlations between any other pair of systems. For both systems the vowel
feature which defines the height is defined in a similar way and the place of artic-
ulation is explicitely defined for consonants. The rather low correlations between
all three systems show that it remains interesting to take all three feature repres-
entations into account in further research, although the correlation coefficients
are significant.

It appeared that the correlations between the Manhattan metric and the
Euclidean metric are for all feature systems stronger than the corresponding cor-
relations between any other pair of metrics. Some of them were also significantly
stronger. The strong correlation indicates that it is actually not necessary to
consider both metrics in later work. The Pearson correlation coefficient appeared
to be rather different from the two other metrics.



Chapter 4

Measuring segment distances
acoustically

In Chapter 3 we described three feature systems, namely the system of Hop-
penbrouwers & Hoppenbrouwers (H & H), Vieregge & Cucchiarini (V & C) and
Almeida & Braun (A & B). The systems can be used for the corpus frequency
method (see Section 2.3.2), the frequency per word method (see Section 2.3.3),
and the Levenshtein distance (see Section 5.1). The Levenshtein distance is the
focus of this thesis. When using the Levenshtein distance the distances may be
calculated on the basis of these feature systems.

While the use of features as linguists have developed them yields satisfactory
results, one may nonetheless question the physical basis of the feature assign-
ments, in fact seeking a more objective foundation. The advantage of the system
of H & H is that vowels and consonants can be compared with each other. For
vowels, the more consonant-specific features get default values, and for conson-
ants the more vowel-specific features get default values. The disadvantage of
Hoppenbrouwers’ system is that feature values are not based on physical meas-
urements. The SPE feature system, which H & H use, was not developed to
reflect physical, perceptual or articulatory differences directly, but rather to fa-
cilitate the coding of phonological rules. It is of course, to be expected that this
coding reflects the physical properties of speech in some way. The advantage of
the system of V & C is that it is partly based on real measurements, found by
experiments. The system of the A & B is interesting because of its use of the
well-known IPA system. However, just as for the H & H system, the IPA system
is not based on real measurements.

Another inadequacy of the three feature systems concerns the definition of
‘silence’, which is needed in the Levenshtein algorithm (see Section 5.1). The
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way in which ‘silent vowels’ and ‘silent consonants’ are defined was described for
each system in Chapter 3. A definition of ‘silence’ in terms of features will always
be somewhat artificial.

When acquiring language, children learn to pronounce sounds by listening to
the pronunciation of their parents or other people. The acoustic signal seems
be to sufficient to find the articulation which is needed to realize the sound.
Acoustically, speech is just a series of changes in air pressure, quickly following
each other. With a spectrograph or a computer a spectrogram can be made,
representing an analysis of the speech sample. A spectrogram is a “graph with
frequency on the vertical axis and time on the horizontal axis, with the darkness
of the graph at any point representing the intensity of the sound” (Trask, 1996,
p. 328). In a spectrogram the formant structure of a sound can be identified.
A formant is “a concentration of acoustic energy within a particular frequency
band, especially in speech” (Trask, 1996, p. 148). Especially for vowels, formants
can be easily recognized in a spectrogram as thick dark bars.

In this chapter we present the use of spectrograms and formant tracks for find-
ing sound distances. We will show that the disadvantages of feature systems as
mentioned above do not apply to acoustic representations when plausible segment
classifications may be obtained on the basis of acoustic representations. Both
spectrograms and formant tracks are based on physical measurements. When
using a spectrogram or formant definition instead of a feature definition, the dis-
tance between a vowel and a consonant can be measured in the same way as the
distance between a vowel and a vowel, or between a consonant and a consonant.
When using a spectrogram ‘silence’ is defined in a natural way: for all frequen-
cies for all times the intensities are equal to 0. Something similar applies for the
formant definition of ‘silence’: there are no vibrations, so the frequencies are set
to 0.

We explored the use of the different acoustic representations for finding seg-
ment distances which are intended for use in the Levenshtein algorithm. In this
section we show how distances between sounds can be found using spectrograms
and formant tracks. In Section 4.1 it is shown that spectrograms can be regarded
as pictures of sounds. In Section 4.2 we discuss the samples of the sounds we
used. Section 4.3 discusses several spectrogram models, as well as the formant
track model. Classifications on the basis of the different representations are also
given in this section. The way we deal with diphthongs and affricates is explained
in respectively Section 4.4 and Section 4.5, while Section 4.6 describes how supra-
segmentals and diacritics are processed. The comparison of sounds is explained
in Section 4.7. In Section 4.8 the different acoustic representations are compared
with each other and with respect to discrete representations. Segment distances
which are obtained from the different systems are correlated with each other.
Finally, in Section 4.9 we draw some conclusions.



4.1. VISIBLE SPEECH 81

4.1 Visible speech

In Potter et al.’s (1947) Visible Speech, spectrograms are shown for all common
English sounds (see pp. 54-56: The ABC"S of Visible Speech). Examining the
spectrograms the formant structure of vowels and sonorants, the high frequency
noise of certain fricatives and the periods of voicing and voicelessness can be
clearly identified (Trask, 1996, p. 328). Looking at the spectrograms we can
already see which sounds are similar and which are not. We expect that visible
(dis)similarity between spectrograms reflects perceptual (dis)similarity between
sounds to some extent. In Figure 4.1 the spectrograms of some sounds are shown
as pronounced by John Wells on the audio tape The Sounds of the International
Phonetic Alphabet (Wells and House, 1995). The x-axis gives the time and the y-
axis the frequency. For each frequency at each time the intensity is visualized by
the darkness. The spectrograms are made with the computer program PRAAT.!

4.2 Samples

For finding spectrogram distances or formant track distances between all TPA
sounds, for each sound we need samples from one or more speakers. We found
these samples on the tape The Sounds of the International Phonetic Alphabet
on which all TPA sounds are pronounced by John Wells and Jill House. On
the tape the vowels are pronounced in isolation. The consonants are sometimes
preceded, and always followed by an [a]. We cut the part preceding the [a],
or the part between the [a]'s. We are aware of the fact that information on
the F2 transition is lost. Rietveld and Van Heuven (1997) explain that the
F2 transition in the transition zone from consonant to vowel gives information
about the place of articulation. In our research we focus only on the sound itself.
We also realize that the pronunciation of sounds depends on their context. For
both vowels and consonants Stevens (1998) gives a discussion of some influences
of context on speech sound production (pp. 557-581). Since we use samples
of vowels pronounced in isolation, and samples of consonants selected from a
limited context, our approach is a simplification of reality. However, Stevens
(1998, p. 557) also observes that

“by limiting the context, it was possible to specify rather precisely
the articulatory aspects of the utterances and to develop models for
estimating the acoustic patterns from the articulation”.

The two speakers on the tape give us two sets of IPA samples. However, some
sounds were missing or not properly pronounced. Therefore, the [?], [r] and [v]

'The program PRAAT is a free public-domain program developed by Paul Boersma and
David Weenink at the Institute of Phonetic Sciences of the University of Amsterdam and
available via http://www.fon.hum.uva.nl/praat/.
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Figure 4.1: Different acoustic representations of four sounds as pronounced by
John Wells. Starting with the first row we see respectively spectrograms, Bark-
filters, cochleagrams and formant tracks obtained on the basis of the original
samples.
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Figure 4.2: Different acoustic representations of four sounds as pronounced by
John Wells. Starting with the first row we see respectively spectrograms, Barkfil-
ters, cochleagrams and formant tracks obtained on the basis of the monotonized
samples.
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of Jill House were substituted by the corresponding sounds of John Wells. The
original [v] of Jill House is used as [w] for both John Wells and Jill House.

The burst in a plosive is always preceded by a period of silence (voiceless
plosives) or a period of murmur (voiced plosives). When a voiceless plosive is
not preceded by an [a], it is not clear how long the period of silence which really
belongs to the sound lasts. Therefore, we have always cut each plosive in such a
way that the time span from the beginning to the middle of the burst is equal to
90 ms. In a spectrogram the burst is recognized as a small dark vertical bar at
the end of the period of silence or murmur (see e.g. the [p] in spectrograms in
Figure 4.1). The middle of the burst was estimated by eye. Among the plosives
which were preceded by an [a] or which are voiced (so that the real time of the
start-up phase can be found), we found no sounds with a period of silence or
murmur which was clearly shorter than 90 ms.

In voiceless plosives, the burst is followed by an [h]-like sound before the fol-
lowing vowel starts. When including this part in the samples, the consequence is
that bursts will often not match when comparing two voiceless plosives. However,
since aspiration is a characteristic property of voiceless sounds, we retained as-
piration in the samples (see Figures 4.3 and 4.4 for both speakers). In the voiced
sounds the burst is immediately followed by the vowel. In some cases it was
not clear where the burst ended and the vowel started. For the voiced sounds
it cannot be guaranteed that nothing from the following vowel is included, al-
though any error here will be minimal. In general when comparing two voiced
plosives, the bursts will match (see Figures 4.3 and 4.4 again). When comparing
a voiceless plosive and a voiced plosive the bursts will not match.

To keep trills comparable to each other, we always cut three periods, even
when the original samples contained more periods. When there were more periods
the most regular looking sequence of three periods was cut.

To get a sample of ‘silence’ we cut a small silent part on the IPA tape. This
assures that silence has about the same background noise that the other sounds
have.

To make the samples as comparable as possible, all vowel and extracted con-
sonant samples are monotonized on the mean pitch of the 28 concatenated vowels.
The mean pitch of John Wells was 128 Hertz, the mean pitch of Jill House was
192 Hertz. In order to monotonize the samples the pitch contours were changed
to flat lines. Figure 4.1 shows spectrograms of non-manipulated samples while
Figure 4.2 shows spectrograms of the corresponding monotonized samples.

The volume was not normalized because volume contains too much segment
specific information. For example, it is specific for the [v] that its volume is
greater than that of the [f].
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Figure 4.3: Spectrograms of voiceless (left) and voiced (right) plosives as pro-
nounced by John Wells. Starting with the first row spectrograms are given for [p]

and [b], [t] and [d], [{] and [d], [c] and [§], [k] and [g], [q] and [c¢]. When comparing

voiceless plosives, the aspiration parts will match, and when comparing voiced
plosives the bursts will match. When comparing a voiceless plosive with voiced
plosive, the burst of the voiced plosive will partly match the aspiration part of

the voiceless plosive.
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Figure 4.4: Spectrograms of voiceless (left) and voiced (right) plosives as pro-
nounced by Jill House. Starting with the first row spectrograms are given for [p]
and [b], [t] and [d], [{] and [d], [c] and [§], [k] and [g], [q] and [c¢]. When comparing
voiceless plosives, the aspiration parts will match, and when comparing voiced
plosives the bursts will match. When comparing a voiceless plosive with voiced
plosive, the burst of the voiced plosive will partly match the aspiration part of
the voiceless plosive.
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4.3 Representation of segments

On the basis of the samples, manipulated spectrograms can be made or formant
tracks can be found. We do not use the most common type of spectrogram with a
Hertz-scale, but instead use more perceptually oriented models. In Section 4.3.1
we describe the Barkfilter. A Barkfilter has a frequency scale which is roughly
linear below 1000 Hz, and roughly logarithmic above 1000 Hz. The logarithms
of the intensities are mapped. In Section 4.3.2 we explain the cochleagram which
is based on the Barkfilter, but may be more similar to human perception. The
cochleagram uses the same frequency scale as the Barkfilter, but in the coch-
leagram, rather than the intensities themselves, the loudnesses as perceived by
the ear are given. Besides two spectrogram like representations we also consider
the formant track representation. Essential for perceiving vowels is that spectral
peaks are recognized by the ear. The same applies for the sonorant consonants.
These peaks are called formants. The formant track representation is discussed
in Section 4.3.3. Our brief explanation of the three different representations is
based on Rietveld and Van Heuven (1997).

4.3.1 Barkfilters

4.3.1.1 Representation

In the most commonly used type of spectrogram the linear Hertz frequency scale
is used. The difference between 100 Hz and 200 Hz is the same as the difference
between 1000 Hz and 1100 Hz. However, our perception of frequency is non-
linear. We hear the difference between 100 and 200 Hz as an octave interval,
but the difference between 1000 to 2000 Hz is perceived as an octave as well.
Our ear evaluates frequency differences not absolutely, but relatively, namely in
a logarithmic manner. Therefore, in the Barkfilter, the Bark-scale is used which
is roughly linear below 1000 Hz and roughly logarithmic above 1000 Hz (Zwicker
and Feldtkeller, 1967). In the program PRAAT, for a given frequency in Hertz,
the corresponding frequencies in Bark are found with a formula of Schroeder et al.
(1979):

Hertz Hertz\?
4.1 Bark = In| ——- 1 —_—
(4.1) o 7X”(650 +J<+<650>>)

Hertz frequencies are plotted against Bark frequencies in Figure 4.11. The graph
shows two curves. The upper curve shows Bark values calculated with the formula
of Schroeder et al. (1979) (applied when using Barkfilters and cochleagrams, see
also Section 4.3.2), the lower curve shows Bark values calculated with the formula
of Traunmiiller (1990) (applied when using formant tracks, see Section 4.3.3). In
the plot the Hertz-scale runs from 20 to 20,000 Hertz, the frequency range which
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can be perceived by a human being. This corresponds with a frequency range of
0.22 to 28.84 Bark for the Schroeder et al. curve.

In the commonly used type of spectrogram the power spectral density is rep-
resented per frequency per time. The power spectral density is the power per
unit of frequency as a function of the frequency. In the Barkfilter the power
spectral density is expressed in decibels (dB’s). “The decibel scale is a way of
expressing sound amplitude that is better correlated with perceived loudness”
(Johnson, 1997, p. 53). The decibel-scale is a logarithmic scale. Multiplying the
sound pressure ten times corresponds with an increase of 20 dB. On a decibel
scale intensities are expressed relative to the auditory threshold. The auditory
threshold of 0.00002 Pa corresponds with 0 dB (Rietveld and Van Heuven, 1997,
p. 199).

A Barkfilter is created from a sound by band filtering in the frequency do-
main with a bank of filters. In PRAAT the lowest band has a central frequency
of 1 Bark per default, and each band has a width of 1 Bark. There are 24
bands, corresponding with the first 24 critical bands of hearing as found along
the basilar membrane (Zwicker and Fastl, 1990). A critical band is an area within
which two tones influence each other’s perceptibility (Rietveld and Van Heuven,
1997, pp. 204-205). Due to the Bark-scale the higher bands summarize a wider
frequency range than the lower bands.

In the Figures 4.1 and 4.2 Barkfilters are shown, obtained on respectively
non-manipulated and monotonized samples. In this type of spectrogram the
Bark-scale is used as frequency scale, while intensities are given in Decibels. The
frequencies range from 0 to 24.67 Bark. They are divided in 24 equal intervals,
where for each interval the mean intensity is given. The sound signal is probed
each 0.005 seconds with an analysis window of 0.015 seconds. Here we used
the standard settings in the program PRAAT. Other settings may give different
results, but since it is not a priori obvious which results are optimal, we restricted
ourselves to the default settings.

4.3.1.2 Classification

In Section 4.7 we describe how the distance between two spectrograms is measured
in our research. The measure described in that section enables us to calculate the
distances between all sounds. For the RND we have 18 vowels and 27 consonants.
Also ‘silence’ is added. This gives a total of 46 sounds. In the NOS data the
modern IPA system is used. In the IPA system 28 vowels and 58 pulmonic
consonants are given. We added the [w] so we get 59 consonants. ‘Silence’ is
added as well. So we get in total 88 sounds. Because we have two sets of samples
(namely of John Wells and Jill House), two distance matrices are obtained for the
RND and the NOS. Next the matrices of the two speakers are averaged, resulting
in distances which are more general and less speaker dependent. We are aware of
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the fact that the number of speakers — two — is minimal. Useful future research
would be to repeat this experiment on the basis of many more speakers.

Besides averaged matrices for all sounds, we also made matrices containing the
averaged distances between vowels only and consonants only. Since it is difficult to
appreciate all distances individually we have chosen to visualize the results to give
an impression of the results.? On the basis of the IPA versions of these matrices we
performed multidimensional scaling. Multidimensional scaling was not performed
on the RND matrices because the RND sounds are just a subset of the IPA sounds.
The multidimensional scaling technique is described in more detail in Section 6.2
and shows us the relations between the sounds in two-dimensional space. This
allows us to compare the ordering of the sounds with the way in which they
are ordered in the IPA system. The multidimensional scaling plots also show
differences between the classifications of the different representations.

Note that for dialect comparison the real sound distances are used, not the
multidimensional scaling distances. The multidimensional scaling plots are used
here only to visualize the distances and suggest that the spectrogram or formant
track distances yield a reasonable measure of pronunciation.

Vowels When using multidimensional scaling on the basis of the vowel dis-
tances, one dimension explains already 85% of the variance, two dimensions 98%
and three dimensions 98% as well. In Figure 4.5 a two-dimensional multidi-
mensional scaling plot is shown. The first dimension (the vertical dimension in
the plot) represents the height, and the second dimension (horizontal) the ad-
vancement. The positions of the [i], [u], [p] and [a] resemble those in the IPA
quadrilateral clearly. We see a clear divison between high and low vowels. Note
that the [o] belongs to the higher vowels of the lower group, while in the IPA
quadrilateral this sound is located exactly in the center. This may be explained
by the fact that in our calculations information additional to the F1 and F2 were
used. When scaling to three dimensions, it appears that the third dimension does
not distinguish between spread and rounded vowels as in the IPA quadrilateral,
but distinguishes between central vowels on the one hand, and front and back
vowels on the other hand.

Consonants When using multidimensional scaling on the basis of the conson-
ant distances, one dimension explains 59% of the variance, two dimensions 94%
and three dimensions 99%. In Figure 4.6 a two-dimensional multidimensional
scaling plot is shown. The first dimension (the vertical dimension in the plot)
makes a distinction between voiceless (upper) and voiced (lower) sounds. The
second dimension (horizontal) distinguishes between continuous (left) and non-
continuous consonants (right). Comparing these results with the IPA table, the

2For 28 vowels we get (228) = 378 distances, for 59 consonants we get (529) = 1711 distances,
and for vowels plus consonants plus ‘silence’ we get (828) = 3828 distances.
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Figure 4.5: Two-dimensional multidimensional scaling plot obtained from the
Barkfilter distances between all pairs formed by the 28 vowels. Two dimensions
explain 98% of the variance. The first dimension (y-axis) corresponds with height
and the second dimension (x-axis) with advancement. We might have expected
the schwa [0] to be placed more highly. A third dimension would distinguish
between central vowels on the one hand, and front and back vowels on the other
hand.
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place of articulation hardly plays any role, in contrast with the manner of ar-
ticulation which is important. Striking is the position of the [j] between the
approximants and the voiced plosives. With respect to the voiced plosives the
j] is most similar to the [g]. We illustrate this relation by two examples. In
German, Morgen ‘morning’ is usually pronounced as [moegon], but in Berlin the
same word is also pronounced as [moejon|. The German word gemacht ‘made’ is
mostly pronounced as [gomaxt]. In Berlin, however, this word is also pronounced
as [jomaxt]. Apart from the [g], among the voiced plosives the [d] is most similar
to the [j]. The relation between the [j] and the [d] can easily be illustrated as
well. E.g., the Dutch words goede ‘good’ [xude] and rode ‘red’ [ro*do] are also pro-
nounced as [xujo] and [ro'jo]. Also striking is the position of the [f] rather close to
the voiceless plosives. This relation can be found e.g. in the word father [fadou],
where the [f] arose from Indo-European [p] (cf. Latin [pator]). Unfortunately, a
similar close relation between the [x] and the [k] cannot be found here. Looking
at the approximants it is striking that the retroflex variants do not cluster with
the other approximants, but are located in the neighborhood of the trills. When
scaling to three dimensions the third dimension distinguishes between voiceless
plosives, retroflex, velar, uvular, pharyngeal and glottal voiceless fricatives and
r-like consonants on the one hand, and (lateral) alveolar, postalveolar and pal-
atal fricatives, the palatal voiced plosive and palatal (lateral) approximants on
the other hand. We cannot explain what this distinction is based on.

All sounds When using multidimensional scaling on the basis of all sound
distances, one dimension explains 76% of the variance, two dimensions 96% and
three dimensions 98%. In Figure 4.7 a two-dimensional multidimensional scaling
plot is shown. The first dimension (the vertical dimension in the plot) corresponds
with intensity. The [a] is loudest and ‘silence’ is most silent (of course). The
second dimension (horizontal) represents clearness. The [f] is the clearest and
the [u] is the darkest sound. However, one might expect some consonants (e.g.
the [$]) to be located in the darker area. In this context, a sound is clear when is
has many harmonic tones, and it is dark when harmonic tones are lacking. The
voiceless plosives and the voiced plosives can clearly be identified as different
groups. However, the other sounds form a continuum. Drawing a line from [i] to
[a], from [a] to [p], from [p] to [u], and from [u] to [i] we recover the TPA vowel
quadrilateral. Here the nasals appear as high vowels. Also, note the position
of the [r], [r] and [r] in the IPA vowel quadrilateral. A close relation between
these liquids and (central) vowels can be illustrated by the fact that e.g. the
Dutch word vier ‘four’ is sometimes pronounced as [firr] and sometimes as [fizo].
Here we see that the [r] can correspond with the [o]. Less easy to explain is the
appearance of the voiced fricative [y] on the border of the quadrilateral, close to
the [i]. We note that the [u] and [w] are very close, but the [i] and the [j] are not
close. Maybe this is due to the fact that the [j| has a lower intensity than the
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Figure 4.6: Two-dimensional multidimensional scaling plot obtained from the
Barkfilter distances between all pairs formed by the 59 consonants. Two di-
mensions explain 94% of the variance. The first dimension (y-axis) distinguishes
between voiceless and voiced consonants, the second dimension (x-axis) between
non-continuous and continuous consonants. A third dimension would less easily
be interpreted.
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[i]. Further the position of ‘silence’ is very near the glottal stop. When scaling to
three dimensions the third dimension distinguishes between low vowels, voiceless
plosives, retroflex, velar, uvular, pharyngeal and glottal voiceless fricatives and r-
like consonants on the one hand, and high vowels, (lateral) alveolar, postalveolar
and palatal fricatives, the palatal voiced plosive and (lateral) approximants on
the other hand.

Since the vowel classification is like the IPA quadrilateral, and the consonant
classification reflects the different manners of articulation we conclude that the
Barkfilter representation is useful for finding segment distances.

4.3.2 Cochleagrams
4.3.2.1 Representation

The cochleagram represents the behavior of the basilar membrane in the coch-
lea. The cochlea is the inner part of the ear. Just as in the Barkfilter, in a
cochleagram the Bark-frequency scale is used. In the computer program PRAAT
Bark values in a Barkfilter are found using the formula of Schroeder et al. (1979)
(see Section 4.3.1). In PRAAT the same formula is used for the frequency scale
of cochleagrams.

In a Barkfilter for each time and for each frequency the intensity is given. In
a cochleagram for each time for each frequency the loudness is given. When two
sounds have the same intensity but different frequencies, they will probably be
perceived as differing in loudness. Human aural sensitivity varies with frequency.
Loudness is the perceived intensity. Loudnesses are expressed in reference intens-
ities. In a cochleagram the reference intensities are the intensities of a frequency
of 1000 Hz. This is the basis for the measurement of loudness in phon. If a
given sound is perceived to be as loud as a 60 dB sound at 1000 Hz, then it is
said to have a loudness of 60 phon. The relation between the reference loudness
and the loudness of another given intensity at a specific frequency is determined
experimentally.

Since only one pure tone leads to activation of hair cells over a large surface on
the basilar membrane, the ear is not able to perceive other neighboring frequen-
cies. One tone is masked by the other. There are two types of masking: lateral
masking and forward masking. Lateral masking occurs when at the same time
different but neighboring frequencies are recorded. One tone may make other
nearby tones (nearly) inaudible. In general a low tone will mask a high tone
rather than the opposite. Forward masking appears when tones occur after each
other. E.g., after hearing a strong sound our ears may be stunned for a short
time. The more successive sounds resemble each other, the stronger the masking
will be. In a cochleagram both the lateral and the forward masking is modeled.
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Figure 4.7: Two-dimensional multidimensional scaling plot on the basis of the
Barkfilter distances between all pairs formed by the 28 vowels, the 59 consonants
and ‘silence’. In the plot, the ! is used for ‘silence’. Two dimensions explain 96%
of the variance. The first dimension (y-axis) represents intensity (lower sounds
are louder) and the second dimension (x-axis) clearness (sounds on the right are
darker). The shaded area represents a quadrilateral formed on the basis of the
vertices of the IPA quadrilateral.
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In our research we did not consider forward-masking. In our case all sounds
were pronounced in isolation (vowels) or cut from their context (consonants).
The effect of forward-masking would mainly be found at the begin of a segment
and models the phenomenon that a sound has a gradual onset. For long sounds
the effect is relatively greater than for short sounds. Thus the relative influence
depends on the absolute length of a sample. However, not all samples have reliable
lengths. On the IPA tape the vowels are pronounced in isolation. Therefore, our
vowel durations will be longer than the durations of vowels which are pronounced
in words. Consonant durations reflect the property of the segment to some extent.
However, for trills no more than three periods were cut even if there were more
periods (see Section 4.2). Besides cutting both vowels and consonants always
involves inaccuracies. Therefore, we did not apply forward-masking.

In the Figures 4.1 and 4.2 cochleagrams are shown, obtained on respectively
non-manipulated and monotonized samples. In this type of spectrogram loud-
nesses are given instead of intensities, expressed in phon. Further lateral and
forward frequency masking is modeled. The darker lines in the pictures repres-
ent formant tracks (see Section 4.3.3.1). The frequencies range from 0 to 25.6
Bark. They are divided in 256 equal intervals, where for each interval the mean
loudness is given. The sound signal is probed each 0.01 seconds with an analysis
window of 0.03 seconds. The forward-masking time is set at 0.00 seconds. This
means that the effect of forward-masking is not regarded in our results. Except
for the forward-masking time, here we used the standard settings in the program
PRAAT. Other settings may give different results, but just as for the Barkfilter
it is not clear which results will be optimal beforehand. Therefore, we restricted
ourselves to the default settings.

4.3.2.2 Classification

Just as for the Barkfilter representation, the distances between the IPA sounds
are calculated (see Section 4.7). Multidimensional scaling is performed on the
basis of vowel distances, the consonant distances and the distances between both
vowels and consonants including ‘silence’. Since we followed the same procedure
as for the Barkfilter representation, the reader is referred to Section 4.3.1 for more
details.

Vowels When using multidimensional scaling on the basis of the vowel dis-
tances, one dimension already explains 86% of the variance, two and three di-
mensions 98%. In Figure 4.8 a two-dimensional multidimensional scaling plot is
shown. The plot is very similar to the Barkfilter plot (see Figure 4.5), so the
conclusion is that it does not matter whether the Barkfilter or the cochleagram
representation is used when finding distances between vowels. For the coch-
leagram vowel plot the same remarks apply as for the Barkfilter vowel plot (see
Section 4.3.1).
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Figure 4.8: Two-dimensional multidimensional scaling plot obtained from the
cochleagram distances between all pairs formed by the 28 vowels. Two dimensions
explain 98% of the variance. The first dimension (y-axis) corresponds with height
and the second dimension (x-axis) with advancement. We might have expected
the schwa [0] to be placed more highly. A third dimension would distinguish
between central vowels on the one hand, and front and back vowels on the other
hand.
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Consonants When using multidimensional scaling on the basis of the con-
sonant distances, one dimension explains 81% of the variance, two dimensions
96% and three dimensions 98%. In Figure 4.9 a two-dimensional multidimen-
sional scaling plot is shown. Just as the plot based on the Barkfilter distances
(see Figure 4.6) the first dimension (the vertical dimension in the plot) makes a
distinction between voiceless (upper) and voiced sounds (lower). The second di-
mension (horizontal) distinguishes between continuous (left) and non-continuous
consonants (right). The plot is very similar to the Barkfilter consonant plot. The
only important difference is that the division between voiceless and voiced sounds
in the cochleagram plot is sharper than in the Barkfilter plot. Probably this is
explained by that fact that the cochlear model uses loudness instead of intens-
ity. Perceptually, the distinction between voiceless and voiced sounds is greater
than pure intensities indicate. For further comments see the explanation of the
Barkfilter consonant plot (see Section 4.3.1).

All sounds When using multidimensional scaling on the basis of all sound
distances, one dimension explains 88% of the variance, two dimensions 98% and
three dimensions 99%. In Figure 4.10 a two-dimensional multidimensional scaling
plot is shown. The first dimension (the vertical dimension in the plot) corresponds
with intensity. The [o] is loudest and ‘silence’ is most silent (of course). The
second dimension (horizontal) represents clearness. The [s] is the clearest and the
[b] is the darkest sound. However, one might expect some consonants (e.g. the
[$]) to be located in the darker area, just as in the Barkfilter plot. In the plot the
distinction between voiceless and voiced sounds is sharper than in the Barkfilter
plot, just as we saw for the consonants. Drawing a line from [i] to [a], from [a]
to [p], from [p] to [u], and from [u] to [i] we recover the IPA vowel quadrilateral.
Just as in the Barkfilter plot the nasals appear as high vowels. In contrast to the
Barkfilter most r-like sounds are outside the vowel quadrilateral now. Only the
retroflex flap is still in the quadrilateral. Both retroflex approximants are moved
to the center area of the quadrilateral. The [u] and the [w] are still closer than
the [i] and the [j]. Additionally the position of ‘silence’ is very near the glottal
stop. For the explanation of the third dimension see the Barkfilter representation
(Section 4.3.1).

Because the vowel classification is like the IPA quadrilateral, and the conson-
ant classification reflects the different manners of articulation we conclude that
the cochleagram representation is useful for finding segment distances. Coch-
leagrams differ from the Barkfilter representation in virtue of the sharper distinc-
tion between voiceless and voiced sounds, and between vowels and r-like sounds.
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Figure 4.9: Two-dimensional multidimensional scaling plot obtained from the
cochleagram distances between all pairs formed by the 59 consonants. Two di-
mensions explain 96% of the variance. The first dimension (y-axis) distinguishes
between voiceless and voiced consonants, the second dimension (x-axis) between
non-continuous and continuous consonants. A third dimension would be less
easily interpreted.
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Figure 4.10: Two-dimensional multidimensional scaling plot on the basis of the
cochleagram distances between all pairs formed by the 28 vowels, the 59 con-
sonants and ‘silence’. In the plot, the ! is used for ‘silence’. Two dimensions
explain 98% of the variance. The first dimension (y-axis) represents intensity
(lower sounds are louder) and the second dimension (x-axis) clearness (sounds on
the right are darker). The shaded area represents a quadrilateral formed on the
basis of the vertices of the IPA quadrilateral.
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4.3.3 Formant tracks
4.3.3.1 Representation

Another way to analyse the acoustic signal is to investigate formants. When
using a spectrogram with a large analysis window (about 20 ms) the frequency
resolution will be high. Individual harmonics will show up as horizontal lines
through the spectrogram (see the spectrograms, Barkfilters and cochleagrams
in Figures 4.1 and 4.2). The lowest line represents the fundamental frequency
or pitch (F0). However, when using a small analysis window (about 3 ms) the
frequency resolution will be lower. Individual harmonics get blended together.
Instead of lines, bands will show up through the spectrogram. The center fre-
quency at one time in a band is called a formant, the range of center frequencies
in the course of time forms a formant track. A formant in the lowest band is
called F1, a formant in the next band F2, etc. Formants represent a frequency
region that is enhanced by the resonances of the vocal tract.?

In the Figures 4.1 and 4.2 formant tracks are shown, obtained on respectively
non-manipulated and monotonized samples. When finding formants in the com-
puter program PRAAT, the time step was set to 0.01 seconds with an analysis
window of 0.025 seconds. The ceiling of the formant search range should be set
to 5000 Hz for males, and to 5500 Hz for females. So for the samples of John
Wells the ceiling was set to 5000 Hz, and for Jill House to 5500 Hz. Pre-emphasis
starts at 50 Hz. In the manual which can be found in the PRAAT program
pre-emphasis is explained as follows:

“This means that frequencies below 50 Hz are not enhanced, frequen-
cies around 100 Hz are amplified by 6 dB, frequencies around 200 Hz
are amplified by 12 dB, and so forth. The point of this is that vowel
spectra tend to fall by 6 dB per octave; the pre-emphasis creates a
flatter spectrum, which is better for formant analysis because we want
our formants to match the local peaks, not the global spectral slope.”

In PRAAT several algorithms can be chosen for finding the Linear Predictive
Coding (LPC) coefficients. We chose the algorithm of Burg. This algorithm
may initially find formants at very low or high frequencies. However we used in
PRAAT the version which removes formants below 50 Hz and formants above
5000 Hz (males) or 5500 Hz (females) minus 50 Hz. In this way the algorithm will
identify the traditional F1 and F2. The algorithm of Burg is much more reliable
than the Split Levinson algorithm which always finds the requested number of
formants in every frame, even if they do not exist. Since we found at least
two formants for every frame in every sample when using the more reliable Burg

3See also http://www.bsos.umd.edu/hesp/newman/Newman_classes/Newman604/604 .
html.
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algorithm we do not use the Split Levinson algorithm. More about the algorithms
can be found in the manual in PRAAT program.

When using formant tracks we had to decide how many formant tracks should
be taken into account. It is a well-known fact that in the IPA vowel quadrilateral
the height corresponds with the F1 (the lower the F1, the closer the vowel) and
that the advancement corresponds with the F2 (the higher the F2, the further
sounds are fronted, see Rietveld and Van Heuven (1997, p. 133)). The F2 of
rounded vowels is a little lower than the F2 of unrounded vowels. The meaning
of higher formants is less clear. At the risk of ignoring information important
to dialect recognition we therefore decided to compare sounds only on the basis
of the F1 and the F2. Before comparing formant frequencies in the comparison
of words the frequencies in Hertz are converted to Bark, which is, as mentioned
above, a more faithful scale perceptually. For this purpose we used the formula
of Traunmiiller (1990) as suggested in standard works about phonetics (Rietveld
and Van Heuven, 1997):

26.81 x Hertz
1960 + Hertz

The relation between Traunmiiller’s formula and Schroeder et al.’s (see the for-
mula in (4.1) in Section 4.3.1.1) is shown in Figure 4.11, in which the Hertz fre-
quencies are plotted against the Bark frequencies. The graph shows two curves,
the upper one based on the formula of Schroeder et al. (1979), the lower one found
by using the formula of Traunmiiller (1990). As mentioned in the Sections 4.3.1
and 4.3.2 the Schroeder et al. formula is used for Barkfilters and cochleagrams.
In the plot the Hertz-scale runs from 20 to 20000 Hertz, the frequency range
which can be perceived by a human being. This corresponds with a frequency
range of -0.26 to 23.89 for the Traunmiiller curve.

(4.2) Bark = 0.53

4.3.3.2 Classification

Just as for the Barkfilter representation and the cochleagram representation the
distances between the IPA sounds are calculated (see Section 4.7). Multidimen-
sional scaling is performed on the basis of vowel distances, the consonant distances
and the distances between both vowels and consonants including ‘silence’. Since
we followed the same procedure as for the Barkfilter representation, the reader is
referred to Section 4.3.1 for more details.

Vowels When using multidimensional scaling on the basis of the vowel dis-
tances, one dimension already explains 67% of the variance, two dimensions 99%
and three dimensions 100%. In Figure 4.12 a two-dimensional multidimensional
scaling plot is shown. The first dimension (the horizontal dimension in the plot)
represents the advancement, the second dimension (vertical) height. The plot is
rather similar to the Barkfilter plot (see Figure 4.5) and the cochleagram plot
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Figure 4.11: Frequencies in Hertz versus frequencies in Bark. The Hertz scale
runs from 20 Hz to 20.000 Hz. The upper line shows Bark values calculated
with the formula of Schroeder et al. (1979) (applied when using Barkfilters or
cochleagrams), the lower line shows Bark values calculated with the formula of
Traunmiiller (1990) (applied when using formant tracks). Below 1000 Hz both
curves are roughly linear, above 1000 Hz they are roughly logarithmic.
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(see Figure 4.8). However, when drawing a line from [i] to [a], from [a] to [p],
from [p] to [u], and from [u] to [i] we get a triangle rather than a quadrilateral,
where the [p] is on the line between the [a] and the [u]. This agrees with results
found in Rietveld and Van Heuven (1997, p. 133). They show a triangle based
on mean formant values of male speakers derived from Pols (1977). In our plot
front vowels have a high F2 and back vowels a low F2. The second dimension
represents the height, corresponding with F1. High vowels have a low F1 and
low vowels have a high F1. In the plot the [9] is nearly in the center, while in
the Barkfilter plot and the cochleagram plot the sound belonged to the higher
vowels of the lower group. The division between high vowels and low vowels is
not as sharp as in the Barkfilter plot and the cochleagram plot. When scaling to
three dimensions, the third dimension makes a distinction between the [u], [i], [1],
le], [€] and [&] on the one hand, and the other vowels on the other hand. This
may be interpreted as a distinction of high and front vowels versus other vowels,
although this is not consistently true.

Consonants When using multidimensional scaling on the basis of the con-
sonant distances, one dimension explains 79% of the variance, two dimensions
92% and three dimensions 96%. In Figure 4.13 a two-dimensional multidimen-
sional scaling plot is shown which was obtained on the basis of the consonant
distances. The first dimension (the vertical dimension in the plot) distinguishes
between voiced (upper) and voiceless sounds (lower) and the second dimension
(horizontal) represents the place of articulation very vaguely, albeit in a different
way than that used in the IPA pulmonic consonant table. The palatals appear
in Figure 4.13 as front consonants (left), and the velar, uvular, pharyngeal and
glottal consonants appear as back consonants (right). The [w]| which is specified
as a voiced labial-velar approximant in the IPA system is found here as a back
consonant as well as the [v]. Other consonants are more central. Drawing a line
from the [j| to the [w], from the [w] to the [h] and from the [h] to the [j] a similar
triangle is found as in the vowel plot. Voiced sounds have a low F1 and voiceless
sounds have a high F1. Front consonants have a high F2 and back consonants
a low F2. However, this is a simplified sketch, many exceptions can be found if
one examines the plot more precisely. The role of manner of articulation is found
in the plot. The nasals (upper right), voiced obstruents, (upper central), liquids
(central, below the nasals and the voiced obstruents), and voiceless obstruents
(low) can be identified. The plot is different from the Barkfilter plot (see Fig-
ure 4.6) and the cochleagram plot (see Figure 4.9). Most striking is the fact that
there is no sharp separation between plosives and fricatives. We examined the
third dimension as well but found no obvious interpretation for this.

All sounds When using multidimensional scaling on the basis of all sound dis-
tances, one dimension explains 72% of the variance, two dimensions 96% and
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Figure 4.12: Two-dimensional multidimensional scaling plot obtained from the
formant track distances between all pairs formed by the 28 vowels. Two di-
mensions explain 98% of the variance. The first dimension (x-axis) corresponds
with advancement and the second dimension (y-axis) with height. Note that the
schwa [o] is located about in the middle. A third dimension would be less easily
interpreted. In this plot some symbols are shifted a little bit.
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Figure 4.13: Two-dimensional multidimensional scaling plot obtained from the
formant track distances between all pairs formed by the 59 consonants. Two di-
mensions explain 92% of the variance. The first dimension (y-axis) distinguished
between voiceless and voiced sounds. For the second dimension (x-axis) we found
no obvious interpretation. For a third dimension we found no interpretation as

well.
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three dimensions 98%. In Figure 4.14 a two-dimensional multidimensional scal-
ing plot is shown on the basis of all sounds. The first dimension (the vertical
dimension in the plot) distinguishes between high vowels (high) and low vowels
(lower), and between voiced consonants (high) and voiceless consonants (low).
The second dimension (horizontal) distinguishes between front vowels (left) and
back vowels (right), and between ‘front consonants’ (left) and ‘back consonants’
(right). See the separate plots of vowels and consonants for more explanation.
When drawing a line from [i] to [a], from [a] to [p], from [p] to [u], and from [u]
to [i], we get a triangle again. High vowels and voiced consonants have a lower
F1, and low vowels and voiceless consonants a higher F1. Front vowels and ‘front
consonants’ have a higher F2, and back vowels and ‘back consonants’ a lower F2.
In the middle of the triangle we find the r-like sounds, similar to the Barkfilter
plot (see Figure 4.7). The nasals are located around the line between the [i] and
the [u], however, closer to the [u] than to the [i]. The laterals are located in
the corner of the [i]. Most voiced plosives are located above the line between
the [u] and the [i], closer to the [i] than to the [u]. The voiceless velar, uvular,
and pharyngeal fricatives, and both the voiceless and voiced glottal fricatives are
located between the [a] and the [p]. The [i] and the [j] are much closer than the
[u] and the [w]. This is the opposite of what we saw in the Barkfilter plot (see
Figure 4.7) and the cochleagram plot (see Figure 4.10). The correct closeness of
the [i] and the [j] may be explained by the fact the formants are not sensitive
to differences in intensity. However, the relatively large distance between the [u]
and the [w] can be explained from the fact that we used a sample of Jill House
for the [w] in the set of samples of John House (this is justified in Section 4.2).
Formants do not neutralize differences in gender. Furthermore, ‘silence’ is not as
close to the glottal stop as when using the Barkfilter representation or the coch-
leagram representation (see Figure 4.10). We also examined the third dimension
but found no clear interpretation for this.

Summarizing, we found that the vowel classification is like the IPA quadrilat-
eral, and the consonant classification reflects the different manners of articulation.
Therefore, we conclude that the formant track representation is useful for finding
segment distances. For both the vowels and the consonants we found striking
differences with respect to the Barkfilter representations and cochleagram rep-
resentation. For the vowels we found no quadrilateral, but a triangle when con-
necting the corner points [i|, [u], [p] and [a]. This is in accordance with results
found in literature (data of Pols (1977) visualized by Rietveld and Van Heuven
(1997, p. 133)). For the consonants there is no clear separation between plosives
and fricatives. This may be explained from the fact that only formant tracks are
used which gives less information than the Barkfilter and cochleagram represent-
ation. Therefore, the formant track representation is more accurate for finding
vowel distances than for finding consonant distances.
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Figure 4.14: Two-dimensional multidimensional scaling plot on the basis of the
formant track distances between all pairs formed by the 28 vowels, the 59 conson-
ants and ‘silence’. In the plot, the ! is used for ‘silence’. Two dimensions explain
92% of the variance. The first dimension (y-axis) represents the F1 (higher sounds
have lower F1 values) and the second dimension (x-axis) the F2 (sounds on the
left have higher F2 values). The shaded area represents a vowel triangle.
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4.4 Diphthongs

As mentioned in Section 3.2, there are two possibilities for processing diphthongs.
When using the acoustic representations we want to be able to consider both ap-
proaches again. In the first approach, a diphthong is considered as nothing more
than a sequence of two monophthongs. In the second approach, a diphthong may
also be regarded as one sound with a changing color. In the optimal case we
should have samples of all diphthongs that may occur in our data. However, on
the tape The Sounds of the International Phonetic Alphabet no samples of diph-
thongs can be found. To be able to process diphthongs as one sound nonetheless,
we modify the calculations in ways which should have the desired effect.

The distance between a monophthong and a diphthong is calculated as the
mean of the distance between the monophthong and the first element of the
diphthong and the distance between the monophthong and the second element
of the diphthong. So the distance between e.g. [ai] and [g] is calculated as the
mean of the distance between [a] and [€] and the distance between [i] and [e]. We
will discuss this in more detail. Assume the front vowels [a], [ee], [g], [e] and [j]
are on a straight line, just as in the IPA quadrilateral. Assume the distance from
[a] to [ee] is 0.5, from [#] to [e] is 0.5, from [g] to [e] is 1, and from [e] to [i] is 1.
What are now the distances from the [ai] to the starting point, the intermediate
points and the end point? For each point we calculate the distance to the [a] and
to the [i] and take the average of both segments:

[a] [ | [ai]
[ [30 00|15
] [2.0 1.0]15
] [1.0 20|15

] | 0.5 25|15
[a] [0.0 30|15

We see that for each of the points the distance to the [ai] is the same. In fact the
distance is simply equal to d([a],[i])/2. This is in accordance with the idea that
the color of a [ai] gradually changes from [a] to [#], from [&] to [e], from [g] to
e], from [e] to [i]. All (intermediate) points are heard in the diphthong during an
infinitesimally small moment in time. However, in our acoustic results the [&], [€]
and [i] do not lay exactly on the line from [a] to [i] (see Figures 4.5, 4.8 and 4.12).
The distances of these ‘intermediate points’ will be greater than d([al,[i])/2.

The distance between two diphthongs is calculated as the mean of the distance
between the first elements and the distance between the second elements. So the
distance between e.g. [au] and [ei] is calculated as the mean of the distance
between [a] and [e] and the distance between [u] and [i].
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4.5 Affricates

In the RND data no affricates are used. However, in the NOS data they do
appear. On the IPA tape The Sounds of the International Phonetic Alphabet
two affricates can be found, namely the [kp] and the [ts]. However, to be able
to process many more affricates, we did not use these sample but applied the
more general approach as given in Section 3.3. When processing affricates both
elements are processed as extra-short, separated elements.

4.6 Suprasegmentals and diacritics

The sounds on the tape The Sounds of the International Phonetic Alphabet are
pronounced without suprasegmentals and diacritics. However, a restricted set of
suprasegmentals and diacritics can be processed in our system. Since no features
can be changed, only those suprasegmentals and diacritics are taken into account
which can be processed by changing the weighting of segments or by averaging
sound distances. Suprasegmentals and diacritics which are processed by the first
approach are discussed in Section 4.6.1, those which are processed by the second
approach in Section 4.6.2.

4.6.1 Weighting segments

In Section 3.4.2 we stated that the weighting of extra-short sounds should be
halved with respect to the weighting of short sounds. Just as we did with the
discrete representations, for the acoustic representations we realize this by chan-
ging the transcription beforehand. We retain the extra-short sounds as they are
and double all other sounds.

When using discrete representations, we consider two approaches for the pro-
cessing of half-long and long. When using acoustic representations, both ap-
proaches are regarded again. In fact, for the acoustic representations exactly the
same applies as for the discrete phone representations. In the first approach, half-
long and long are not processed since they may sometimes be redundant to some
extent. In the second approach, the two length marks are processed by changing
the transcription. Half-long sounds are trebled and long sounds are quadrupled.
For more details see Section 3.4.2.

In the RND, consonants may also be vocalized. We process vocalized sounds
as syllabic sounds. Vocalized (RND) or syllabic sounds (NOS) are marked with
the diacritic syllabic. Using the acoustic representation, syllabic sounds are pro-
cessed in the same way as when using the discrete phone representation. We
consider two approaches for processing syllabic sounds which corresponds with
the two approaches that are regarded when processing half-long and long. In the
first approach syllabic is not processed since it may be redundant. In the second
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approach this diacritic is processed by changing the transcription beforehand.
Syllabic sounds are processed as long sounds, i.e. they are quadrupled in the
transcription. For more details see Section 3.4.2 again.

For the RND aspirated is not processed. However, for the NOS data it is
processed. An [h] is inserted after the phone which was noted to be aspirated.
This [h] is noted as extra-short, so the significance is halved. For more details
see Section 3.4.5.

4.6.2 Averaging segments

When using acoustic representations, the diacritics voiceless, voiced, apical and
nasalized can be processed. When comparing sound x and sound y, one or more
diacritics may be noted after one or both sounds. To process them, first the
distance between z and y is calculated as it is without any diacritics. This is a
basic distance and mentioned in the first part of Table 4.1. A counter is set to 1.
Next, we check whether the diacritics voiceless or voiced are used. The possible
combinations are listed in the second part of Table 4.1 in the column ‘condition’.
If one of the conditions applies, the corresponding distance increase as given in
the column ‘distance increase’ is calculated and added to the basic distance. The
counter is increased by 1. Subsequently we check whether the diacritic apical is
used. The possible combinations are listed in the third part of Table 4.1 under
‘condition’. If one of the conditions apply, the corresponding distance increase
as suggested under ’distance increase’ is added to the basic distance, and the
counter is increased by 1. Finally it is checked whether the feature nasal is used.
If one of the conditions in the fourth part of Table 4.1 apply, the corresponding
distance increase is added to the basic distance and the counter is increased by
1.

If no diacritics were noted, the total distance is equal to the basic distance,
and the counter is equal to 1. If all diacritics were found, the largest distance
is obtained, and the counter is equal to 4. Now the final distance is equal to
the total distance (basic distance plus optionally one or more diacritic increases)
divided by the counter.

The idea behind the calculation of the distance increase of the diacritics voice-
less and/or wvoiced is that a voiced voiceless sound or a voiceless voiced sound
is exactly intermediate between a voiceless sound and a voiced sound. In the
table X is the voiced counterpart of a voiceless x, or the voiceless counterpart
of a voiced x. The Y is defined analogously to the X. For voiced sounds which
have no voiceless counterpart (the sonorants), or for voiceless sounds which have
no voiced counterpart (the glottal stop) the sound itself is used. Since the RND
sounds are a subset of the IPA sounds, there are no voiced counterparts for the [c|
and the [h], so respectively the [c] and the [h] are returned. When the diacritic
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voiceless is noted under a voiceless sound, it is most likely that this an error.
Instead of this diacritic the diacritic voiced is processed. Conversely the diacritic
voiced under a voiced sound is processed as the diacritic voiceless.

The diacritic apical is implemented in the NOS system only. The implement-
ation of this diacritic was made to be able to process Romanesque languages as
well. Only the [s] and [z] are allowed to be apical in our system. The /s/ “of
standard Spanish is an apical-alveolar sound” (Pountain, 2001, p. 299). The tip
of the tongue is often “retroflexed or turned back as it touches the alveolar ridge”
(Dalbor, 1969, p. 91). In some Sardinian dialects the same apical-alveolar sound
is found. When comparing a non-apical sound with an apical sound, the distance
increase is equal to the distance between the non-apical sound and the [g] (if the
apical sound was a [s]) or the [z] (if the apical sound was a [z]).

The thought behind the way in which the diacritic nasal is processed is that
a nasal sound is about intermediate between its non-nasal version and the [n]. So
when comparing a non-nasal sound with a nasal sound, we quantify the effect of
the diacritic nasal by calculating the distance between the non-nasal sound and
the [n].

4.7 Comparison of segments

In this section, we explain the comparison of segments in order to get distances
between segments that will be used in the Levenshtein distance (see Section 5.1).
In a Barkfilter or cochleagram, the intensities or loudnesses of frequencies are
given for a range of times. A spectrum contains the intensities or loudnesses of
frequencies at one point in time. In a formant track representation, the formants
are given for a range of times. A formant bundle contains the formants for one
point in time. The smaller the time step, the more spectra or formant bundles
in the acoustic representation. Per acoustic representation we consistently used
the same time step for all samples.

It appears that the duration of the segment samples varies. This may be
explained by variation in speech rate. Duration is also a sound-specific property.
E.g., a plosive is shorter than a vowel. The result is that the number of spectra
of formant bundles per segment may vary, although for each segment sample the
same time step was used. Since we want to normalize the speech rate and regard
segments as linguistic units, we see to it that two segments get the same number
of spectra or formant bundles when they are compared to each other.

When comparing one segment of m spectra or formant bundles with another
segment of n spectra or formant bundles, each of the m elements is duplicated n
times, and each of the n elements is duplicated m times. So both segments get
a length of m x n. Below two segments are schematically visualized, one with
3 elements (black bars) and one with 2 elements (grey bars). Now both get a
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Diacritic | Condition Distance | Counter
basis r vs. y | dzy) 1
voice r vs. y | dX,y) 1

z vs. y | d@Y)
z vs. oy | dX)Y)
z vs. oy | dXy)
z vs. y | dz)Y)
z vs. y | dX)Y)
T Vs y | dXY)
rovs. oy | dX)Y)
3| apical |[s] vs. y | d([s],y) 1
2] vs. y | d([zy)
z s [z] | d([s][4])
z s [s] | d([z],[s])
[s] vs. 2] | d([s],[2)
2] vs. [s] | d([g][s])
[s] vs. s | d([s].[s])
2] vs. 7] | d([4],[4])
4 | nasal T vs. y | d([n]y) 1
r vs. ¢ | d(z,n])
£ vs. ¢ | d([n],[n])

Table 4.1: When z and y are sounds with the diacritics, first the basis distance
is calculated (1) and a counter is set to 1. Next for each valid condition under
‘Condition’ (2,3,4) the basis distance is increased with the corresponding distance
under ‘Distance increase’ and the counter is increased by 1. The final distance is
the total distance divided by the counter. X and Y are the voiceless or voiced
counterparts of the voiced or voiceless z and y.
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length of 6 when each of the 3 elements are duplicated 2 times, and each of the
2 elements are duplicated 3 times.

a b c a a b b
1 2 1 2

For finding the distance between two sounds the Euclidean distance is calcu-
lated between each pair of corresponding spectra or formant bundles, one from
the first, and one from the second sound. Assume a spectrum or formant bundle
el and e2 with respectively n frequencies or formants, then:

n

(4.3) d(el,e2) = J > (el; — e2;)?
i=1

The distance between two segments is equal to the sum of the spectrum or
formant bundle distances divided by the number of spectra or formant bundles.
In this way we found that the greatest distance occurs between the [a] and ‘silence’
(Barkfilter, Cochleagram) or between the [u] and the [f] (formants). We regard
the maximum distance as 100%. Other segment distances are divided by this
maximum and multiplied by 100. This gives segment distances expressed in
percentages. Word distances and dialect distances which are based on them may
also be given in terms of percentages.

In Section 3.7 we explained that segment distances obtained on the basis of
feature definitions may be used in two ways. First, the distances can be used
directly, i.e. linearly. Second the logarithms of the distances can be taken. The
latter reflects the fact that in perception small differences in pronunciation may
play a relatively strong role in comparison with larger differences. For the acoustic
segment distances we consider both the linear and logarithmic approach again.
Since the logarithm of 0 is not defined, and the logarithm of 1 is 0, distances
are increased by 1 before the logarithm is calculated. To obtain percentages, we
calculate In(distance + 1) /In(maximum distance + 1).

4.8 Correlation between systems

In this section, we compare the different acoustic systems in order to check for
striking differences between them. In Section 4.8.1 we compare the different
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representations by calculating the correlation coefficient between the distances,
just as we did for the different feature representations (see Section 3.8).

We also compare the acoustic systems with the discrete systems. In Sec-
tion 4.8.2, we correlate the acoustic based distances with the distances obtained
on the basis of feature representations (see Section 3.1) in order to examine to
what extent acoustic distances differ from feature based systems.

We calculate correlations on the basis of both the set of RND sounds and the
set of IPA sounds. Again we have 18 vowels and 27 consonants for the RND,
and 28 vowels and 59 consonants for the IPA. When we correlate on the basis of
both vowels and consonants, we get respectively 46 sounds for the RND and 88
sounds for the IPA.

For finding the significance of a correlation coefficient we used the Mantel
test, just as in Chapter 3. The Mantel test was also used to determine whether
one correlation coefficient is significantly higher than another. The Mantel test
is explained in Section 3.8.2. As significance level we again choose a = 0.05.

4.8.1 Acoustic vs. acoustic

The Tables 4.2 and 4.3 show the correlation coefficients between matrices of
segment distances obtained on the basis of the Barkfilter, the cochleagram and
the formant track representation. Correlations are given for both the RND and
the IPA segment distances. Results are given for vowels, consonants and all
sounds. When all segments are used, ‘silence’ is also included. All correlations
are significant for a = 0.05.

For both the RND and the IPA the Barkfilter and the cochleagram distances
correlate significantly more strongly than the other pairs of representations for
vowels, consonants and all segments. This outcome is not surprising since these
representations are most similar. Looking at the vowels, the correlation between
the formant-track distances and the Barkfilter distances is not significantly weaker
or stronger than the correlation between the formant track distances and the
cochleagram distances. However, when looking at the consonants and all sounds,
the formant-track distances yield correlations significantly stronger with the coch-
leagram distances than with the Barkfilter distances. We observed this but cannot
explain it.

Since the correlations between the Barkfilter distances and cochleagram dis-
tances are rather high (0.94 < r < 1.00), dialect distances based on Barkfilter
distances and cochleagram distances are expected to be similar. The correlations
between the formant track distances and the Barkfilter distances are lower (0.45
< r < 0.78) just as the correlations between the formant track distances and the
cochleagram distances (0.51 < r < 0.78). So we expect that the use of form-
ant track segment distances in dialect comparison will give significantly different
results than when using Barkfilter distances or cochleagram distances.
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vow. cons. all

Bark. vs. Coch. | 1.00 094 0.96
Bark. wvs. Form. | 0.77 0.64 045
Coch. wvs. Form. | 0.77 0.74 0.51

Table 4.2: Correlation coefficients among RND segment distances between vowels
(vow.), consonants (cons.) and all segments obtained on the basis of the Barkfilter
(Bark.), the cochleagram (coch.) and the formant track (form.) representation.
When all segments are used, ‘silence’ is also included.

vow. cons. all
Bark. vs. Coch. | 1.00 094 0.95
Bark. wvs. Form. | 0.78 0.59 0.51
Coch. wvs. Form. | 0.78 0.70 0.57

Table 4.3: Correlation coefficients among IPA segment distances between vowels
(vow.), consonants (cons.) and all segments obtained on the basis of the Barkfilter
(Bark.), the cochleagram (coch.) and the formant track (form.) representation.
When all segments are used, ‘silence’ is also included.

4.8.2 Acoustic vs. features

We also examined the correlations between the acoustic distances and the feature-
based distances. Results are given in Tables 4.4 and 4.5. Almost all correlations
between the acoustic representations and the feature representations are signific-
ant for a = 0.05. Only the lowest correlations which are found between the A
& B representations (Manhattan and Euclidean distance) and the formant track
representation for the RND consonants are not significant.

Looking at the vowel correlations, we observe that the Barkfilter distances
correlate strongest with the A & B distances, regardless which feature bundle
metric is used. The three A & B correlations are not significantly higher than
the corresponding ones of the two other feature systems, however. Just as for
the Barkfilter distances, the cochleagram distances correlate strongest with the
A & B distances. However, the correlations for the three feature bundle metrics
do not differ significantly among the different feature systems. The formant track
distances correlate strongest with the V & C distances for most metrics. How-
ever the correlations for all three feature bundle metrics are for the most part not
significantly higher than the same metrics applied to different feature systems.
In the feature system of A & B height has a greater weight than advancement
(see Table 3.12). Examining Figures 4.5 and 4.8, we observe that for the Bark-
filter and the cochleagram representation height is weighted more strongly than
advancement as well. In the feature system of V & C advancement has a greater
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Bark. Coch. Form.

VOW. CONS. | VOW. CONS. | VOW. Cons.

H&H | M. | 039 029 | 038 036 | 0.56 0.35
E. | 041 029 | 0.39 0.35 | 0.58 0.34

P. 1031 035 ]030 040 | 049 0.35

V&C | M. | 054 035 ]052 037 072 025
E. | 055 036 | 054 037 | 0.74 0.26

P. 1036 040 | 0.34 0.43 | 0.62 0.27

A&B | M. | 067 019 | 0.65 0.19 | 0.64 0.02
E. | 067 021 | 066 0.19 | 0.66 0.03

P. 1071 0211070 022061 0.09

Table 4.4: Correlations among segment distances as specified by three feature
systems and three acoustic systems on the basis of the distances between the RND
segments. Feature bundle distances are found by calculating the (M)anhattan
distance, (E)uclidean distance or (P)earson correlation coefficient.

Bark. Coch. Form.

VOW. CONS. | VOW. CONS. | VOW. COnS.

H&H | M. | 040 031 | 0.39 0.35 | 043 0.26
E. | 040 030 | 039 0.33 | 043 0.25

P. 1024 038|024 041 | 024 0.30

V&C | M. | 052 036 | 051 039 060 0.30
E. | 051 036 | 050 0.38 | 0.59 0.30

P. 1036 042 | 034 047 | 0.50 0.32

A&B | M. | 068 023|067 0221058 0.07
E. | 068 025 ] 066 024 | 058 0.08

P. 1072 027|071 027 | 055 0.12

Table 4.5: Correlations among segment distances as specified by three feature
systems and three acoustic systems on the basis of the distances between the IPA
segments. Feature bundle distances are found by calculating the (M)anhattan
distance, (E)uclidean distance or (P)earson correlation coefficient.
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weight than height (see Table 3.6). Examining Figure 4.12 we also find for the
formant track representation that advancement has a greater weight than height.
All acoustic representations correlate worst with the H & H system, although
not significantly lower than with other systems. The lower correlations may be
explained by the unnatural way in which height is defined (see Section 3.1.2.1).

Looking at the consonant correlations we observe that the H & H distances in
most cases and the V & C distances in all cases correlate significantly better with
the Barkfilter distances than the A & B distances do. The V & C correlations
are higher than the H & H correlations, but they are not significantly higher.
The H & H distances and the V & C distances correlate in all cases significantly
better with the cochleagram distances than the A & B distances do. Just as for
the Barkfilter the V & C correlations are higher than the H & H correlations,
but again they are not significantly higher. The higher correlations of both the
Barkfilter distances and the cochleagram distances with the V & C distances may
be explained by the categorical way in which manner of articulation is defined
in the system of V & C. The worse correlation with the A & B system may be
explained by the fact that in this feature system, manner of articulation is defined
as a scale. The H & H distances and the V & C distances correlate in all cases
significantly better with the formant track distances than the A & B distances
do. Using the RND consonants, the formant track distances correlate strongest
with the V & C distances, but not significantly more strongly than with the
H & H distances. When using the ITPA consonants, the formant track distances
correlate strongest with the H & H distances, but not significantly more strongly
than with the V & C distances. The higher correlations of the V & C distances
and the H & H distances may again be explained by the fact that manner of
articulation is defined as a scale in the A & B system. The difference between
the RND and the IPA may be explained by the fact that in the system of H & H
all RND consonants are uniquely defined, but all IPA consonants are not.

As explained in Section 3.1.3, the V & C feature system is perceptually based.
We expect that the V & C distances will correlate more strongly with the coch-
leagram distances than with the Barkfilter distances since the cochlear model
is a more exact model of the cochlea than the Barkfilter model. For the vow-
els we see exactly the opposite: the Barkfilter distances correlate more strongly
with the V & C distances than the cochleagram distances, although no signific-
ant differences between correlation coefficients were found. For the consonants
we find what we expected: the cochleagram distances correlate more strongly
with the V & C distances than the Barkfilter distances. However, the differences
between the correlations coefficients are not significant. It should be interesting
to correlate the complete set of vowels and consonants with perceptually based
distances. However, vowels and consonants are separated in the V & C system,
so unfortunately, this was not possible.

Although almost all correlation coefficients are significant, they are not ex-
tremely high. For the vowels the highest correlation for the Barkfilter distances
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is 0.72 (with respect to A & B, Pearson, IPA), for the cochleagram distances
0.71 (A & B, Pearson, IPA) and for the formant track distances 0.74 (V & C,
Euclidean, TPA). For the consonants the highest correlation for the Barkfilter
distances is 0.42 (with respect to V & C, Pearson, IPA), for the cochleagram
distances 0.47 (V & C, Pearson, IPA) and for the formant track distances 0.35
(H & H, Manhattan and Pearson, RND). The vowel distances correlate more
strongly than the corresponding consonant distances in most cases. Especially
when regarding the lower consonant correlations, we expect that the use of acous-
tic segment distances in dialect comparison will give results that are different with
respect to feature-based results.

4.9 Conclusions

In this chapter we presented the use of acoustic representations for finding dis-
tances between segments. In contrast to most feature systems acoustic repres-
entations are based on physical measurements. We examined the Barkfilter,
cochleagram and formant track representation, which are more perceptually ori-
ented models. We performed multidimensional scaling on the acoustic distances
and scaled them to two dimensions. For all representations we obtained a vowel
classification which is like the IPA quadrilateral, and the consonant classifica-
tion reflects the different manners of articulation. Therefore, we conclude that
the three representations are useful for finding segment distances. The Bark-
filter and the cochleagram representations correlate significantly more strongly
than any other pairs of representations. The results obtained on the basis of the
formant track representation are more different. With the formant track repres-
entation a vowel triangle is obtained, and for the consonants no clear separation
between plosives and fricatives was found.

When correlating distances obtained by the feature representations with dis-
tances obtained by the acoustic representations, it appears that, for the vowels,
both the Barkfilter distances and the cochleagram distances correlate strongest
with the A & B distances. The formant track distances correlate strongest with
the V & C distances for most metrics. The correlation coefficients were for the
most part not significantly higher than other comparable correlation coefficients.
All acoustic representations correlate worst with the H & H system, but not sig-
nificantly lower than with other systems. The lower correlations can be explained
by the unnatural way by which height is defined in the system of H & H. There-
fore, for vowels we prefer A & B and V & C to H & H. However we made no choice
between A & B and V & C. On the one hand, the Barkfilter and cochleagram
representations contain more information, on the other hand, the formant track
representation may be limited to information which is relevant in perception.

For the consonants, the Barkfilter distances and the cochleagram distances
correlate strongest with the V & C distances, but only significantly better than
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with the A & B distances. The formant track distances correlate strongest with
the V & C distances (RND) or H & H distances (IPA). The correlation coefficients
were only significantly higher than the comparable ones of A & B. This suggests
that manner of articulation should not be represented as a scale (as in A & B),
but as different categories (asin V & C and H & H). Therefore, for consonants we
find V & C and H & H preferable to A & B, but cannot make a choice between
V & C and H & H.

When correlating feature-based segment distances with acoustically-based dis-
tances all correlation coefficients are significant. For both vowels and consonants
they are not extremely high, although for vowels higher correlation coefficients
were found than for consonants. Therefore, in Chapter 7 the use of both feature-
based and acoustically-based segment distances will be validated.
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Chapter 5

Measuring dialect distances

In the Chapters 3 and 4 we described how distances between phonetic segments
are found. When the segments are aligned, we are able to find distances between
words, and in turn between language varieties. The way in which distances are
found between words and between language varieties is the topic of this chapter.
The central algorithm in this chapter and in this research is the Levenshtein
distance, a method that allows distances between words to be measured. This
algorithm may be applied to both transcriptions of words and to the representa-
tions of the acoustic signals of word samples. The application of the Levenshtein
distance to transcriptions of words is described in Section 5.1. This approach
uses the phonetic segment distances as measured in the Chapters 3 and 4. In
Section 5.2 we describe the application of the Levenshtein distance to acoustic
word samples. In this approach a transcription is only used for finding the num-
ber of phonetic segments per word. The segment distances as measured in the
Chapters 3 and 4 are not used.

5.1 Levenshtein distance using transcriptions

5.1.1 Sequence comparison

Sequence comparison is used in many different fields. Kruskal (1999) gives an
overview. First, Kruskal mentions the application to molecular biology, where
sequence comparison is used for the comparison of macromolecules. An example
that is more related to our research is the application of sequence comparison to
speech and speaker recognition. Sequence comparison is also used for correction
of typing errors on a computer or keypunch machine, for the comparison of com-
parable computer files and for error control of codes which are transferred by e.g.
radio or telegraph. Levenshtein (1966) ‘presented the earliest known use of a dis-
tance function that is appropriate in the presence of insertion and deletion errors’
(Kruskal, 1999, p. 5). Sequence comparison is also applied in gas chromatography,
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a physical method used to separate and/or analyse complex mixtures. A ‘mixture
is swept by a continuous stream of nonreactive carrier gas through a long, densely
packed column of special material’ (p. 6). Components with strong attraction to
one part of the column move more slowly than those with weak attraction. "The
components emerge at different times over a period of minutes or hours’ (p 6).
A chromatogram shows different peaks in time. The peaks correspond to the
intensities of the different components in the sample mixture. Chromatograms
are sequences that are compared to each other. Also related to our research is
the application of sequence comparison to bird song. In ‘some bird species, song
is an important means of communication, which is learned by the young from
their elders, and it has dialect-like variation from place to place’ (p. 7). Another
application of sequence comparison is found in the comparison of stratigraphic
sequences, tree rings and varves (‘annual layers of sediment, generally clay, in
which is it possible to count the years’, p. 7). More related to our research, se-
quence application is applied to collation of different versions of the same text.
Furthermore, sequence comparison is found when ‘computer processing handwrit-
ten material such as signatures and line drawings’ (p. 8). Comparison of “brain
waves” in response to a stimulus may also be application of sequence comparison.

In our research we apply sequence comparison to the comparison of different
pronunciations corresponding to different language varieties in order to measure
the distance between them. Kruskal mentions several methods which require that
sequences have the same length. Examples are Hamming distance (the number
of positions in which the corresponding elements are different), Manhattan (or
city-block) distance, and Euclidean distance (see Section 3.6.2.5). However dif-
ferent pronunciations will not have the same length in many cases. Also, the
correspondences made in the methods just mentioned may not always be correct.
E.g. afternoon may be pronounced as [‘seoftonwn] in the dialect of Savannah,
Georgia and as [ efter'nun] in the dialect of Lancaster, Pennsylvania.! Assume
we compare both pronuncations using the Hamming distance. When ignoring
diacritics this is done as follows:

s B
s B

x
X

= O
=] =+
e &

We get a cost of 5. However, we see that elements which correspond to one an-
other, are unfortunately not regarded as corresponding elements when calculating
the Hamming distance. The consequence is that the distance calculated between
the two pronunciations is too high.

Both the length and the correspondence problem are solved when using the
Levenshtein distance. This algorithm is able to deal with different lengths calcu-

!The data is taken from the Linguistic Atlas of the Middle and South Atlantic States (LAM-
SAS) and available via http://hyde.park.uga.edu/lamsas/.
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lating the distance on the basis of probable correspondences. Although Leven-
shtein applied his algorithm to error control of codes which are transfered by
e.g., radio or telegraph, the algorithm may be applied to all cases mentioned
at the beginning of this section. For the comparison of genetic macromolecules
and the recognition of human speech the algorithm has actually been used. In
speech recognition the algorithm is often referred to as (dynamic) time-warping
or dynamic programming. The Levenshtein distance was first applied by Kessler
(1995) to dialect comparison. He used the algorithm for the comparison of Irish
Gaelic varieties. In our research we have used the algorithm for the comparison
of Dutch and Norwegian varieties. See Bolognesi and Heeringa (2002) for an
application to Sardinian dialects.

5.1.2 Minimum cost

Fundamental to the idea of the Levenshtein distance is the notion of string-
changing operations. To determine the extent to which two strings differ from
each other, an inventory of what operations can change one string into another
should be made. The operations available are:

e Deletions
Delete an element from the string.

e Substitutions
Replace an element from the one string by an element of the other string.

e Insertions
Add an element to the string.

Insertions and deletions are also referred to as indels. To each of the oper-
ations weights are assigned. In the simplest case all operations have the same
weight, e.g. 1 (Gusfield, 1999, p. 218). When applying these weights to the com-
parison of word pronunciations, we judge that roughly speaking, substitutions will
be about equally noticeable as indels from the perceptual point of view. We illus-
trate the use of the operations with an example. As mentioned in Section 5.1.1
afternoon may be pronounced as ['&eofto nan] in the dialect of Savannah and as
[ eeftor nun| in the dialect of Lancaster. Ignoring diacritics for this moment the
one pronunciation can be changed into the other as follows:
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eoftonun  delete o 1
xoftnun  delete f 1
geotnun  subst. t/r 1
aerntn insert, f 1
afornun  insert t 1
seftornun  subst. w/u 1
aeftornun

6

However, the procedure which is followed here is round about. It can be done
much more efficiently in this way:

xoftonun delete o 1
aftonun  insert r 1
seftornun  subst. w/u 1
aeftornun

3

Both examples illustrate that is is possible to change one pronuncation to
the other in many ways, often resulting in different costs. We are interested in
the set of operations with the least cost that change a pronunciation w; into a
pronunciation wy. This is equal to the Levenshtein distance d(wy, ws). Given that
there are many different sets of operations mapping w; to ws, it is not obvious
how to determine the minimal set, and it is even less obvious how to determine it
efficiently. The Levenshtein algorithm, however, accomplishes both these tasks.

5.1.3 Operation weights

Pronunciations are compared on the basis of their segments. When using the
phone representation (see Section 3.1.1) the cost of substitutions and indels is set
to 1, just as in the examples in Section 5.1.2. When using feature representations
(see Sections 3.1.2, 3.1.3 and 3.1.4) or acoustic representations (see Sections 4.3.1,
4.3.2 and 4.3.3) the weights gradually vary. For substitutions, the weight is equal
to the distance between the corresponding segments calculated according to the
chosen segment representation. For indels the weight is equal to the distance
between the segment to be inserted or deleted and ‘silence’. This weight also de-
pends on the segment representation chosen and is defined for each of the feature
representations and acoustic representations separately. Gradual substitutions
and indels may be based on both linear and logarithmic segment distances (see
Section 3.7 and Section 4.7).
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5.1.4 Allowed matches

To accord with syllabification in words, the Levenshtein distance should be based
on an alignment with plausible matches. In our implementation of the algorithm
the basic rule is that a vowel may normally only match with a vowel and a
consonant normally only with a consonant. However, the [w] and the [j] may also
match with vowels, and the [u] and the [i] may also match with consonants.

For some representations, vowels can be compared to consonants, for other
representations this is impossible. Checking the different representations we see
the following:

e Using the phone representation, sounds have no real definitions. If they
are equal, the distance is 0, otherwise 1. The comparison of a vowel with a
consonant is possible in principle (see Section 3.1.1).

e In the feature system of Hoppenbrouwers & Hoppenbrouwers (H & H) all
features apply for both vowels and consonants, which basically offers the
possibility of comparing a vowel with a consonant (see Section 3.1.2).

e In the feature systems of V & C and A & B it is not possible to compare
a vowel with a consonant. Since we defined the [i], [u], [j] and [w] as both
vowel and consonant, these sounds are exceptions (see Sections 3.1.3 and
3.1.4).

e When using an acoustic representation the comparison of a vowel with a
consonant can be easily made (see Chapter 4).

For those representations where it is possible to compare a vowel with a con-
sonant, we will not allow all vowel-consonant matches. And it is indeed not likely
that a [p] will change into an [a]. On the other hand, it is not unusual that e.g. an
[r] matches with an [o]. For example two possible pronunciations for the Dutch
word wvier ‘four’ are [firr] and [fizo]. Here we want the ending [r] and the ending
[0] to match with each other. Therefore, we allow the match of a schwa with a
sonorant.

5.1.5 No swap operation

A phenomenon which can be found in dialect data is metathesis. For example the
equivalent of ‘wasp’ is pronounced as [vesp] in Standard Dutch and also in the
dialect of Amsterdam, and as [veps| in the dialects of Utrecht and Den Haag.?
Using only substitutions and indels the minimum cost is found with the following
alignments:

2The pronunciations are taken from a data set compiled by Renée van Bezooijen, University
of Nijmegen, in 2000.
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v s p 0 v 0 s p v s p
v e 0 p s € p 0 vV e p s
1 1 1 1 1 1

Actually the s and the p in the first transcription should correspond with the
s and the p in the second transcription. In that way no segment distances are
found. When using the phone representation it seems reasonable to assign a
weight of 1 to the swap operation, the same weight as assigned to substitutions
and indels. However when using gradual weights (see Section 5.1.3), the swap op-
eration should also be weighted gradually. Some segments may be easily swapped,
for example a plosive and a non-plosive (as in our example), or a vowel and a
consonant, but for other segments this may be (nearly) impossible. Once these
gradual weights are found, they should be scaled so that they are in the right
proportion to the weights of substitutions and indels. We have not yet succeeded
in finding gradual and correctly scaled weights for the swap operations. This is
an interesting topic for future work.

5.1.6 Calculation of distance

In this section we explain the calculation of the Levenshtein distance on the basis
of both pronunciations of afternoon. We call [seftornun| S1 and [seoftonun] S2.
The number of segments in S1 is m and in S2 n. We see that m = 8 and n = 8.
The Levenshtein distance calculates the minimum cost needed to change S1 into
S2. For this we use a matrix dist of size (m + 1,7+ 1). The rows are numbered
from 0...m and the columns from 0...n. The cell dist[0,0] gets the value 0.
We traverse the matrix dist row by row, assigning values to the other cells. We
begin with row 0, and within each row, we always begin with column 0 (only in
the zeroth row do we start with the first column). We call the current row number
7 and the current column number j. For each cell in the matrix, we always have
to look at three possibilities (to obtain a minimum):

1. Deletion of the i-th segment from S1. We determine weight(S1;,6). We
take the sum of this weight and the value in the cell above the current one:
dist[i — 1,7]. This sum is assigned to the temporary variable upper. This
operation is only considered when 7 > 0.

2. Substitution of the i-th segment of S1 by the j-th segment of S2. We look
up weight(51;,52;). We take the sum of this weight and the value in the
cell above and to the left of the current one: dist[i — 1,5 — 1|. This sum
is kept in the temporary variable upperleft. This operation is only taken
into account when 2 > 0 and 5 > 0.
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function Levenshtein_distance(S1,S2)
begin
for i:=0 to m do begin
for j:=0 to n do begin
upper=upperleft=left:=maxint;

if i>0
then upper:=dist[i-1,j]l+weight(S1[i],®);

if i>0 and j>0
then upperleft:=dist[i-1,j-1]+weight(S1[i],S2[j]);

if j>0
then left:=dist[i,j-1]+weight(g,S2[j]1);

dist[i,j]:=min(upper,upperleft,left);
if dist[i,j]l=maxint then dist[i,j]:=0;
end
end

Levenshtein_distance:=dist[m,n];
end

Figure 5.1: Levenshtein algorithm in pseudo-code. The algorithm works dynam-
ically, so that, for each p;, py prefix pair of S1, S2, it determines the least cost of
operations mapping p; to ps. The number of segments in S1 is m and in S2 n.

3. Insertion of the j-th segment in S2. We compute weight(p,52;). We take
the sum of this weight and the value in the cell left of the current one:
dist[i,j — 1]. The sum is retained in the temporary variable left. This
operation is only considered when j > 0.

Now, we take the minimum of the three values, upper, upperleft and left,
and the current cell takes it as value:

dist[i, j] < minimum(upper,upperleft,left)

In this way we ensure that paths arise only by adding minimally to minimal-
cost cells. This guarantees that the least distance is computed. Once we have
traversed the entire matrix, and computed values for all cells, then the distance
— the least cost of operations mapping from S1 to S2 — is found in the cell
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dist[m,n]. This is the Levenshtein distance between the strings. The algorithm
in pseudo-code is shown in Figure 5.1.

The matrix below shows the application of the procedure to our example.
Initially dist[0,0] gets the value 0. In most other cells four values are given. The
variables upper, upperleft, left are given respectively in the upper right, upper
left and lower left of a cell. The minimum of these three variables is given in the
lower right of a cell. Note that in the O-th row only the variable 1left (insertions)
could be calculated and in the 0-th column only the variable upper (deletions)
could be calculated. The final distance between the two pronunciations is the
lowerright value in cell dist[8,8]: 3. In Section 5.1.7 we explain how the cheapest
path from dist[8,8] to dist[0,0] can be recovered.

0 | = | o f | ¢t | o | n | uw | n
o( 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8
010
o0/1 112 2(3 3|4 4|5 5|6 6|7 7|8 8
e |1 110 212 3|3 4(4 5|5 6|6 7|7 8|8 9
112 0|1 1|2 2|3 3|4 4|5 5|6 6|7 7
f 12 212 1|1 2|1 3|3 4|4 5|5 6|6 7|7 8
213 112 12 1]2 2|3 3|4 4|5 5|6 6
t |3 313 212 212 2|1 3(3 414 5|5 6|6 7
314 2|13 23 2|3 12 2|3 3|4 4|5 5
o | 4 414 312 3|3 33 2|1 3|3 4|4 5|5 6
415 3|4 2|3 3|4 2|3 1|2 2|3 3|4 4
r |5 515 414 3|3 414 3|3 2|2 3|3 44 5
5|6 4|5 3|4 3|4 3|4 2|3 2|3 3|4 4
n|o6 616 5|5 414 4|14 44 3|2 33 4|3 5
6|7 5/6 4|5 4|5 4|5 3|4 2|3 3|4 3
u |7 7|7 66 5|5 5|5 5|5 414 3|3 44 4
718 6|7 5|6 5|6 5|6 4|5 3|4 3|4 4
n |8 8|8 7|7 6|6 6|6 6[6 5|5 4[4 4|3 5
89 7|8 6|7 6|7 6|7 5|6 4|5 4|5 3

5.1.7 Tracing backwards

Once the distance between S1 and S2 is computed, it is possible to find the
corresponding alignment(s) which show the mapping of S1 to S2. For this purpose
it is easy to set pointers when traversing the matrix for the first time. For each
cell this is done as follows:

1. If the variable upper is equal to the minimum value, set a pointer from the
current cell to the cell above.
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2. If the variable upperleft is equal to the minimum value, set a pointer from
the current cell to the cell leftabove.

3. If the variable left is equal to the minimum value, set a pointer from the
current cell to the cell left.

When k variables are equal to the minimum, there are at least k£ paths
from dist[0,0] to the current cell which results in the minimum cost for that
(sub)sequence. The matrix below shows the pointers for our example.

0 | e ) f t ) n t n
0 | 1 2 3 4 5 6 7 8
010
0| «— |« |« |« |+« |« |+« |«
= 1] T[N
0| «— 1|« |« |+« |« |« |«
f12)] 1 TN\ AN
1|« |« | <« | «< | «
t 3 1 TIN TN TN
1|« |« |« |«
N I T Y AN N R R N
— 1| «— | «— |«
r |5 1 7 TN T T\ AN AN
2 — |
n| 6| 1 T TN TN T TN N AN
2 | «—
u | 7| T T TN TN T T TN\ N7
3 | —
n |8 T T TN TN T T TIN TN
3

The optimum alignment is found by tracing backwards. We start at dist[m,n]
and follow along the arrows to obtain a path all the way to dist[0,0]. The
alignment is read off from the path in reverse order. The arrows have the following
meaning:

1. A wertical arrow in row ¢ means: delete S1; and place [Sml 1] in the alignment.

2. A diagonal arrow in row 7 and column j means: substitute S1, by S2; and
S1;

place { 2,

} in the alignment.

3. A horizontal arrow in column j means: insert S2; and place [502} in the
J

alignment.
When k arrows are found in a cell, there are at least k paths from dist[0,0] to
the current cell. In our example there is only one path which gives the minimal

cost. The shaded cells make up this path. This path corresponds with the
following alignment:
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5.1.8 Normalization of length

When computing the distance between two sequences, in general the distance
between longer sequences will be greater than the distance between shorter se-
quences. The longer the sequences, the greater the chance of differences between
them. If we used these distances directly, then longer words would contribute
disproportionally to the estimation of distances between varieties, which does
not accord with the idea that words are linguistic units. Therefore, we normalize
the distance by a factor that is related to the length of the sequences. Assume
four different string pairs are aligned in the following way:

ap G2 ag ayp G2 0 ay G2 0 ay G2 0
bl b2 bg bl b2 b3 @ @ b3 @ bQ b3
1 1 1 1 1 1 1 1 1 1 1 1

(1) (2) (3) (4)

Since substitutions and indels have the same weight for each of the string pairs we
get a cost of 3 for all string pairs. To do justice fully to the fact that all sequence
operations have the same weight, in our opinion the costs of the different string
pairs should also be the same after normalizing over the length of the sequences.
For (1) the distance can simply be divided by the length of either of the two
sequences, so the normalization factor becomes 3. This factor should also be
used for the other string pairs. In (2) this factor is equal to the length of the
longer sequence. In (3) this factor is equal to the sum of the lengths of both
sequences. In (4) the normalization factor can be found less easily. The length of
both sequences is equal to 2 (there is no longer sequence since the two sequences
have the same length) and the sum of the sequences is equal to 4. Taking the
mean of these two values we find the normalization factor: (24 4)/2 = 3. The
different string pairs show that the way in which the normalization factor is found
on the basis of the lengths of the sequences is not always the same. However,
when dividing by the length of the alignment, for all cases the same normalization
factor is found, namely 3.

As described in Section 5.1.7 the minimum cost of changing one sequence into
another may correspond with more than one path in the matrix. As a hypothet-
ical example we consider the subsequence [zft] of S1 and the subsequence [aeof] of
S2. The value lowerright in cell dist[3,3] (see Section 5.1.6) gives the minimum
cost that is needed to change one subsequence into the other: 2. Examining the
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1. bee
German: b i n o b i n o
Dutch: b e i b & i
1 1 1 1 1 1
2. rabbit
German: k a n n ¢ 9 n k a n i n ¢ o n
Dutch: k o n & i n k o n € i n
1 1 1 1 1 1 1 1 1 1
3. kanari
English: k n €& 9 r k n & o r i
Frisian: k 9 n a r j o k o n a r o j o
1 1 1 1 1 1 1 1

Figure 5.2: Three word pairs with two alignments each. The longer alignment
on the right is judged as the better one. Diacritics are not taken into account.

pointer matrix (see Section 5.1.7) it appears that in cell dist[3,3] two pointers
are given, one pointing to the cell above and left, and one pointing to the cell
above. The result is that there are two possible paths corresponding with the
following alignments:
& ® f
& ® f

f t
o f
1 1

— =

0
e}
1

We judge the alignment to the right as the better one since in this alignment the
two f’s appear as corresponding segments. We get the impression that the longest
alignment has always the greatest number of matches. Shorter and longer align-
ments for more pairs of different pronunciations are given in Figure 5.2.3 Both
alignments give the minimum cost. The examples confirm our conjecture. In
the longer alignments more matches are found than in the shorter ones. How-
ever, is an alignment with a greater number of matches always better than an
alignment with a smaller number of matches? To answer this question, consider
that distances should approach human perception as close as possible. Therefore,
an alignment should reflect the way in which people perceive differences between
pronunciations rather than reflecting the way in which one pronunciation changed
into the other in history. From this point of view the longer alignments in the
examples 1, 2 and 3 are the better ones. We suppose that in perception people
will try to match the common sounds in two different pronunciations, so we prefer
the longer alignments.

We normalize by dividing the distance by the length of the longer alignment.
This gives the average of the weights used. In our hypothetical example in which

3The pronunciations are taken from a data set compiled by Renée van Bezooijen, University
of Nijmegen, in 2000.
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two pronunciations of the word aft are compared, the distance is equal to 2 and
the length of the longer alignment is equal to 4. The total cost of 2 is now
divided by the length of 4 which gives a average weight of 0.5. When the weights
represent percentages (as for the acoustic distances, see Section 4.7), dividing the
distance by the length gives the average weight as a percentage. In that case the
word distance is expressed as a percentage. In our example, the weights 0 and
1 may be replaced by 0% and 100%. This results in a word distance of 50%. In
our example in which two pronunciations of the word afternoon are compared
the distance is equal to 3 and the length of the alignment is equal to 9. The word
distance expressed as a percentage is equal to (3 x 100%)/9 = 33%.

5.1.9 Calculation of length

The normalization length is taken to be equal to the length of the alignment.
In the previous section we showed that different alignments corresponding with
different paths in the matrix dist may give the same minimum cost. The different
alignments or paths may have different lengths. We explained that we prefer to
divide the minimum cost by the length of the longer alignment or path. The way
in which the maximum length is calculated is comparable to the way in which
the minimum distance is found. The calculation of distance and length is done
in the same software module. We use a matrix length with the same size as
dist: (m+1,n+1). The rows are numbered from 0...m and the columns from
0...n. The matrix length is traversed the same way as and simultaneously with
the matrix dist. For each cell in the matrix, we regard three possibilities:

1. If upper is equal to the minimum cost of the (sub)sequence we assign the
value of length[i — 1,j] increased by 1 to a temporary variable Upper.
Otherwise Upper becomes negative. This operation is only used when ¢ > 0.

2. If upperleft is equal to the minimum cost of the (sub)sequence we assign
the value of length[i — 1,j — 1] increased by 1 to a temporary variable
UpperLeft. Otherwise UpperLeft becomes negative. This operation is
only possible when ¢ > 0 and 7 > 0.

3. If left is equal to the minimum cost of the (sub)sequence we assign the
value of lengthli, j — 1] increased by 1 to a temporary variable Left. Oth-
erwise Left becomes negative. This operation is only possible when 7 > 0.

Increasing the value of a previous cell by 1 represents one step in the path.
In contrast to the procedure in the distance calculation we take the maximum
of the three values, Upper, UpperLeft and Left, and the current cell takes it as
value:

lengthl[i, j| <+ maximum(Upper,UpperLeft,Left)
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Once we have traversed the entire matrix, and computed values for all cells, then
the length of the longest alignment which gives the minimum cost is found in
length[m, n|.

The matrix below shows the application of the procedure to our example.
In the matrix, the cells of the path which gives the minimum cost are shaded.
Initially length gets the value 0. For each cell in the matrix the variables Upper
(upper right in the cell), UpperLeft (upper left) and Left (lower left) are given.
However, they are only given when their corresponding counterparts (upper,
upperleft and left) are equal to the minimum cost (compare also the pointer
matrix in Section 5.1.7). Otherwise a negative value is assigned which is not
given in the matrix. The maximum of these three variables is given in the lower
right of a cell. The final length is the lower right value of cell length[8,8]: 9.

O | = | o f | ¢t | o | n | uw | n

o | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8
D10

0|1 1/2 2|3 3|4 4|5 5|6 6|7 7|8 8
x| 1] 1

1| 12 2|3 3|4 4|5 5|6 6|7 7|8 8
f121| 2 212 3

2| 2| 2| 3|4 4|5 5|6 6|7 7|8 8
t |13 3 313 3|3 4|4

3| 3| 3| 4| 4|5 5|6 6|7 7|8 8
o 4] 4 414 4 5 515

4| 4| 4|5 5| 5| 5|6 6|7 7|8 8
r | 5] 5 5 515 6 6|6 7 8

5/ 5| 5| 5] 6| 6| 6|7 7|9 9
n| 6| 6 6 66 6|6 7 7T 7 8

6| 6| 6| 6| 7| 7| 7|8 8| 8
ul| 7| 7 7 TVT7T 7|7 8 8 818 9 9

7T 7| 7| 7| 8| 8| 8| 8|9 9
n| 8| 8 8 88 8|8 9 9 919 919

8 8 & 8 9/ 9| 9/ 9| 9

5.1.10 Dialect distances

Once we are able to calculate the distance between two pronunciations of a word,
we can also find the distance between two varieties. When for k words the pro-
nunciations are given for both variaties, we get k& word pairs. For each pair we
calculate the Levenshtein distance. In this way we get k& Levenshtein distances.
Now the distance between the two varieties is equal to the average of the k Leven-
shtein distances. When the word distances represent percentages, the distance
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between both varieties represents a percentage as well. Because in our research
varieties are mostly dialects, the distance between two varieties is referred to as
dialect distance. When having n dialects, for each possible pair of dialects the
average Levenshtein distance can be calculated. The corresponding distances can
be arranged in a n X n matrix.

5.1.10.1 Missing transcriptions

When comparing two varieties on the basis of k£ word pairs, it may happen for
one or more of the pairs, for one or both varieties, that no pronunciation is
given. Since we work with average distances, we simply discount the effect of
missing transcriptions. This has the same effect as estimating the word distance
to be average word distance. The use of average distance has the advantage
that it allows us to examine distances between n dialects for each of the k words
individually, even if for some varieties pronunciations are missing.

5.1.10.2 Multiple transcriptions

Sometimes several transcriptions are given for the same word in one variety.
Assume in variety 1 the equivalent for ‘house’ is pronounced as |[hys] and [hus].
In variety 2 the same two transcriptions are found. The two varieties are equal
in the sense that both [hys| and [hus] are possible. When simply calculating the
mean of all possible pairs ([hys| vs. [hys], [hys| vs. [hus|, [hus] vs. [hys] and [hus]
vs. |hys|) we incorrectly get a word distance which is higher than 0. A better
approach would be to calculate the mean of all plausible pairs, i.e. pairs with
elements that probably correspond to each other. In that case we get the mean
distance of the pairs [hys] vs. [hys] and [hus] vs. [hus] which is equal to 0. In
this section we propose a procedure that is based on the idea that the mean word
distance should be based on the most natural word pairs.

Our current implementation is able to deal with at most ten different pronun-
ciations per word per variety. We illustrate the way in which we process them by
an example. Assume word W1 in dialect 1 has the following transcriptions:

abe

and word W2 in dialect 2 has the following transcriptions:

Ty
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Dialect 1 has three transcriptions, and dialect 2 has two transcriptions. We
duplicate each of the three transcriptions in dialect 1 two times, and each of the
two transcriptions in dialect 2 three times. For dialect 1 we get:

aabbcec

and for dialect 2 we get:

We see that the number of variants of W1 and W2 is the same, namely 6. We
want to find the 6 most likely pairs of variants. This is done by a heuristics. For
finding 6 pairs we perform 6 iterations. Within each iteration we find the pair of
variants (one of dialect 1 and one of dialect 2) with the the smallest distance. The
members of the pair may not already be used in previous formed pairs. The final
distance between W1 and W2 is the sum of the word distances corresponding
with the 6 pairs divided by 6.

The procedure may be described in more general terms. Assume for word
W1 m transcriptions are given and for word W2 n transcriptions. Each of the m
transcriptions is duplicated n times, and each of the n transcriptions is duplicated
m times. In this way for both W1 and W2 we get m x n variants (which are not
all unique). The variants of W1 are indexed as 1 < p < m x n, and the variants
of W2 as 1 < ¢ < mxn. Now we have to find the m xn most natural word pairs.
The way in which these are found is described by the pseudo-code in Figure 5.3.

The algorithm starts with assigning the value 0 to a variable sum. Next m xn
iterations are performed. Within each iteration we search for the word pair (p, q)
which has the smallest distance. This distance is added to sum. The final word
distance is equal to the average of the distances corresponding with the formed
word pairs, which is equal to sum/(m x n).

5.2 Levenshtein distance using acoustic word
samples

Once we are able to find distances between sound samples, it is not a big step
to extend the methodology so that the distances between word samples can be
found as well. We do not use the acoustic representations of separate segments,
but complete acoustic representations of whole words. Transcriptions are only
used to find the number of segments of words. This number is used to normalize
the speech rate. Kruskal and Liberman (1999), Hunt et al. (1999) and Ten Bosch

4An alternative approach of processing multiple variants is given by Nerbonne and Kleiweg
(2003).
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function word_distance(W1,W2);

begin
sum:=0;
repeat

for all possible word pairs (p,q) do
if (Levenshtein_distance(W1(p),W2(q))<smallest) and
p and q not used in previous formed pairs
then smallest:=Levenshtein_distance(W1(p),W2(q))
else {nothing};
end;

sum:=sumt+smallest;
until m*n word pairs are found

word_distance:=sum/ (m*n) ;
end

Figure 5.3: Algorithm in pseudo-code for finding the most natural word pairs.
The algorithm assumes that the m pronunciations of word W1 are multiplied n
times and the n pronunciations of word W2 are multiplied m times before the
algorithm is called.

(2000) present methods with which pronunciations are compared on the basis of
the acoustic signal.

Kruskal and Liberman (1999) describe the development of continuous time-
warping and ‘formulate discrete analogues to all concepts and definitions involved’
(p. 127). A continuous function in multidimensional space is called a trajectory.
For trajectories it holds that ‘variation in speed appears concretely as compres-
sion and expansion with respect to the time axis’ (p. 125). Among other things
time-warping makes it possible to ‘measure how different two sequences are in a
way that is not sensitive to compression-expansion but is sensitive to other dif-
ferences’ (p. 125). Kruskal and Liberman ‘formalize the notion of a time-warping
as a “linking” that connects the time scales of the two trajectories or sequences’
(p. 129). The distance between two trajectories is defined ‘as the minimum pos-
sible length of any linking between them’ (p. 129). The chief application of time-
warping has been in speech processing which makes the methodology interesting
for dialect comparison as well.

Hunt et al. (1999) present a syllable-based speech recognition system in which
unknown syllables are acoustically recognized by matching them against stored
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syllable templates. Syllables are represented as a sequence of acoustic-parameter
vectors, each vector corresponding to one time frame. A Levenshtein algorithm
finds the optimum frame-to-frame correspondence between the template syllable
and the unknown syllable and calculates the distances between them over that
optimum frame correspondence.

Ten Bosch (2000) describes research in which an Automatic Speech Recogni-
tion (ASR) based distance measure is used to find the acoustic distances between
dialects. Words are represented as a series of frames where each frame contains
acoustic features. Words are compared by aligning the frames by a Viterbi align-
ment procedure, a technique roughly comparable to how phonetic segments are
aligned when using transcriptions. Alignment is done by matching the frames
with trained ASR Hidden Markov Models (HMMs). More about the Viterbi
algorithm and HMMs can be found in Manning and Schiitze (1999).

The advantage of comparing words directly on the basis of acoustic samples
is that no transcriptions need to be made. It is time consuming to make phonetic
transcriptions and, furthermore, the quality of the transcriptions varies greatly,
depending on the skills of the transcriber. In this section we present the method-
ology for the comparison of word samples (almost) without the use of transcrip-
tions.

In Section 5.2.1 we describe some necessary manipulations that should be
applied to the samples first. When comparing sounds, we examine several rep-
resentations of the acoustic signal. The same representations are used here and
discussed in Section 5.2.2. In Section 5.2.3 we explain how we normalize different
speech rates. In Section 5.2.4 we describe how distances between word samples
are actually found using the Levenshtein distance. These sections contain mater-
ial published in Heeringa and Gooskens (2003).

5.2.1 Preprocessing

The voices of different speakers will have different pitches. Most obvious is the
difference in pitch between male and female voices. Furthermore, the intonation
per speaker may vary individually, in a way unindicative of variety. When two
speakers read the same text aloud, the one may stress different words than the
other. To make samples of different speakers as comparable as possible, all word
samples are monotonized, i.e. manipulated to have the same pitch for all times
in the sample. When there are male speakers and female speakers, we found
the mean pitch of the men and the mean pitch of the women first. Next, all
samples were monotonized on the average of the two means with the program
PRAAT. Figure 5.4 shows spectrograms of non-manipulated word samples, while
Figure 5.5 shows spectrograms of the corresponding monotonized word samples.

Just as for the sound samples, the volume was not normalized because volume
contains a good deal of sound specific information. For example it is specific for
the [v] that its volume is greater than that of the [f].
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5.2.2 Representation of words

When comparing words, we do not use the type of spectrogram most commonly
used which has a Hertz-scale, but the more perceptual models which we also
used for the comparison of segments. The Barkfilter is described in Section 4.3.1
and the cochleagram is described in Section 4.3.2. Formant tracks represent the
prominent frequency tracks in the spectrogram. In this more reduced represent-
ation speaker-specific information may be filtered away to a greater extent. The
formant track representation is described in Section 4.3.3. When using these rep-
resentations for the comparison of words, mostly the same parameter values are
used as when comparing segments. Parameters which deserve particular attention
are discussed below.

Just as in the comparison of segments forward-masking is not taken into
account when using the cochleagram representation (see Section 4.3.2.1). The
same word pronounced at different speech rates gives different sample sizes. When
applying forward-masking (in PRAAT a default value of 0.03 seconds is given),
the effect on smaller samples is relatively larger than on larger samples. This
shows that forward-masking depends on speech rate. Because we suppose that
speech rate is speaker-dependent, we want to reduce its influence as much as
possible in the comparison of dialects. Therefore, we do not apply forward-
masking.

When using the formant tracks in the comparison of segments, only two tracks
are used to get results comparable to the IPA vowel quadrilateral, which also
reflects F1 and F2 only. For word comparison this restriction need not to be
maintained since no comparison with the IPA vowel quadrilateral will be made.
The number of formants may vary over time in a word and per word. In the
PRAAT program, we maintain the default value for the maximum number of
formants which may be found: 5. Next, we find the minimum number of formants
examining all times of all words which are taken into consideration. After that, on
the basis of this minimum number of formants the word samples are compared.
In the samples we use (see Section 7.2.3) for each word sample at each time
sample, at least three formants could be found. Therefore, the comparison of
word samples here is based on (the first) three formant tracks. Furthermore, in
the PRAAT program the ceiling of the formant search should be set to 5000 Hz
for males, and to 5500 Hz for females. Because the samples on the basis of which
the formants are determined were monotonized to the average of the mean pitch
of the males and the females (see Section 5.2.1), we set this ceiling to 5250 Hz.

To illustrate the differences between the several representations when applied
to word samples, we show visualizations of three Norwegian pronunciations of the
word nordavinden ‘the northwind’ using spectrograms, Barkfilters, cochleagrams
and formant tracks (Figures 5.4 and 5.5). The pronunciations of the dialects of
Bjugn, Halden and Larvik are given. The recordings were made by Jorn Almberg
(see Section 7.2 for more details about the recordings). The pictures in Figure 5.4
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Figure 5.4: Different acoustic representations of three Norwegian pronunciations
of nordavinden ‘the northwind’. Starting from the first row we see respectively
spectrograms, Barkfilters, cochleagrams and formant tracks obtained on the basis
of the original samples.
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spectrograms, Barkfilters, cochleagrams and formant tracks obtained on the basis
of the monotonized samples.
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are made on the basis of the original (not manipulated) samples, and those in
Figure 5.5 on the basis of the monotonized samples. The monotonized samples
are used for dialect comparison.

5.2.3 Speech rate

When comparing word samples, we have to allow for the fact that different speech
rates give different sample sizes. We perform a rough normalization by using the
number of segments per word according to the phonetic transcription. Assume
that the acoustic representation of a word sample consists of [ spectra or formant
bundles. If the number of segments of this word pronunciation according to
the phonetic transcription is m, and we want to represent each segment by n
spectra or formant bundles, then we represent the complete word sample by
m X n elements. Changing the representation of [ elements into a representation
of m xn elements is realized in two steps. First we duplicate each of the [ elements
mxn times. This gives [ X m x n elements in total. Second we regard the [ xm xn
elements as m x n groups, each consisting of [ elements, and fuse the elements
in each group to one element by averaging them. The result is a representation
of m x n elements. We illustrate this by an example. Assume we have a word

sample of [ = 4 elements:

If this word pronuncation is transcribed as a sequence of m = 2 segments, and
we want to represent each segment by n = 3 elements, then we represent the
complete word sample by 2 x 3 = 6 elements. We change the representation of 4
elements into a representation of 6 elements. For this purpose first we duplicate
each of the 4 elements 6 times. This gives 24 elements in total:

1 2 3 4
1 2 3 4 5 6

Second we treat the 24 elements as 6 groups, each consisting of 4 elements, and
fuse the elements in each group to one element by averaging them. The result is
a representation of 6 elements:
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1

2 3 4 5 6

In our research we chose n = 20, i.e. 20 spectra or formant bundles per
segment. A higher value gives nearly the same results, but the computing time
increases greatly. We are aware of the fact that our way of normalizing speech
rate is a rough approach, but we hypothesize that it is refined enough to capture
significant variation.

5.2.4 Comparison of words

The Levenshtein distance calculates the cost of changing one sequence or string
into another. It determines how the one sequence or string can be changed into
the other in the easiest way by inserting, deleting or substituting elements. A
detailed description of the algorithm was given in Section 5.1. When finding the
distance between different pronunciations on the basis of their transcriptions, the
elements are the phonetic segments. However, when using the acoustic signal,
the elements are spectra or formant bundles.

The cost of a substitution of spectra or formant bundles is the vector (Euc-
lidean) distance between them. Assume a spectrum or formant bundle el and e2
with respectively n frequencies or formants, then:

n

(5.1) d(el,e2) = \IZ(eli —e2;)?
i=1

For the calculation of insertions and deletions we used definitions of ‘silence’.
We defined a ‘silence spectrum’ as a spectrum for which the intensities of all
frequencies are equal to 0. A ‘silence formant bundle’ is defined as a bundle for
which all frequencies are equal to 0. This means that in absolute silence there
are no vibrations.

As alternative, ‘silence’ can be defined as a spectrum or formant bundle which
is sampled from background noise. At first sight this may seem to be a better
approach because background noise is found in all the recordings. However in
the recordings which we used (see Section 7.2.3) the background noise differs by
dialect recording. Since the background noise was very low for each recording,
we used no sampled ‘silence’, but ‘silence’ as defined above. Our definition of
‘silence’ approximates real ‘silence’ very closely without favoring one particular
recording.

When the algorithm has calculated the sum of the operations, this sum is
divided by the length of the corresponding longest alignment. The longest align-
ment inherently has the greatest number of matches.
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When comparing two varieties on the basis of £ word pairs, it may appear
that for one or more of the pairs for one or both varieties, no translation is
given. In that case, the distance for that word pair is ignored, which is equivalent
to taking the average of the distances of all word pairs for which translations
in both dialects are available. Finally, in the implementation we only use one
pronunciation per word.
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Chapter 6

Analysing dialect distances

As mentioned in Chapter 5 we may use Levenshtein distance to find the distance
between two pronunciations of the same word. The distance between two varieties
is equal to the average of a sample of Levenshtein distances of corresponding
word pairs. When we have n varieties, then the average Levenshtein distance is
calculated for each possible pair of varieties. For n dialects n X n pairs can be
formed. The corresponding distances are arranged in a n x n matrix which is
comparable to distance tables published by auto clubs and often found in pocket
calendars that show the distances between the main towns.

The distance at each variety with respect to itself is found in the distance
matrix on the diagonal from upperleft to lowerright. These values are always
zero and therefore give no real information, so that only n x (n — 1) pairs are
interesting. Furthermore, the Levenshtein distance is symmetric. This means
that the distance between word 1 and word 2 is equal to the distance between
word 2 and word 1. The result is that distance between variety 1 and variety 2
is equal to the distance between variety 2 and variety 1 as well. Therefore, the
distance matrix is symmetric. We need to use only one half which contains the
distances of (n x (n —1))/2 word pairs.

To interpret the (n x (n — 1))/2 varieties, they can be visualized on a map.
On the map each pair of points is connected by a line. Darker lines correspond
to similar language varieties, lighter lines to more distant varieties. Very distant
relations result in lines too faint to be seen (in the interest of overall contrast).
An example of such a map can be found in Figure 9.4. The map shows distances
between 360 Dutch varieties and is discussed in Section 9.2. On the map, dialect
groups can already be distinguished to some extent. This way of visualizing is
related to the beam maps of Séguy and Goebl (see Section 2.3.1). However, on
the beam maps only neighboring points are connected while on our map all points
are in principle connected showing all (n x (n — 1))/2 distances.

Another way of interpreting the distances is to examine the results of classi-
fication methods which are applied to the distances. Classification results show
relations between elements in a way which is easy to understand. We used cluster

145
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analysis and multidimensional scaling, two common techniques that complement
each other. The result of cluster analysis is a dendrogram, a tree where the vari-
eties are the leaves. The technique is described in Section 6.1. The result of
multidimensional scaling is a map, where the distance between kindred variet-
ies is small, and between different dialects great. This technique is explained in
Section 6.2.

6.1 Cluster analysis

Jain and Dubes (1988, p. 55) define cluster analysis as ‘the process of classifying
objects into subsets that have meaning in the context of a particular problem.’
The goal of clustering is to identify the main groups in complex data. In this
section, we discuss a set of cluster methods that are referred to as SAHN (Sequen-
tial, Agglomerative, Hierarchical, Nonoverlapping) clustering methods by Sneath
and Sokal (1973). Sequential means that the objects are processed one by one
instead of simultaneously. Agglomerative procedures starts with placing each
object in its own cluster and gradually merges smaller clusters in larger clusters
until all objects are in one single cluster. A hierarchical classification is a nested
sequence of partitions. Nonoverlapping means that for every split in the hier-
archy each object belongs to exactly one cluster. SAHN clustering methods are
suitable for classification of language varieties because they show both groupings
and distances. The distances are reflected to some extent by the hierarchical
structure.

6.1.1 Johnson’s algorithm

The general scheme used for SAHN clustering is called Johnson’s algorithm. Jain
and Dubes (1988) mention that the scheme was suggested by King (1967) and
formalized by Johnson (1967). We will demonstrate the algorithm by an example.
Assume we get the following matrix, which shows the linguistic distances between
some Dutch dialects?:

H Grouw ‘ Haarlem ‘ Delft ‘ Hattem ‘ Lochem

Grouw 42 44 46 47
Haarlem 16 36 38
Delft 38 40
Hattem 21
Lochem

In Chapter 9 linguistic distances between 360 Dutch dialects are calculated. Our small
5 x b table is a subtable of the large 360 x 360 table.



6.1. CLUSTER ANALYSIS 147

The value of each cell (,7) is of course equal to 0 (the distance of a variety with
respect to itself). Because the matrix is symmetric we do not need the distances
in the left lower half.

Clustering with Johnson’s algorithm is an iterative procedure. At each step
of the procedure we select the shortest distance in the matrix, and then fuse the
two data points which gave rise to it. Since we wish to iterate the procedure, we
have to assign a distance from the newly formed cluster to all remaining points.
To keep the example simple we calculate the distance from £ to a newly formed
cluster [ij] as the mean of the distance between i and k and the distance between
7 and k. So for each k we calculate:

di; + dis
dk[ij] = TJ

In the distance matrix the shortest distance is found between Haarlem and Delft.
Both Haarlem and Delft are removed from the matrix, and a new cluster Haarlem
& Delft is inserted. To iterate, we have to assign a distance from the newly formed
cluster to all other points. For example, the distance between Grouw and Haarlem
& Delft is calculated as follows:

d _ dGrouw, Haarlem + dGrouw, Delft
Grouw, [Haarlem & Delft] — 2

42 4 44
2

= 43

After calculating the distances between Hattem and Haarlem & Delft and between
Lochem and Haarlem & Delft as well, we get the following matrix (new values
are in bold type):

H Grouw ‘ Haarlem & Delft ‘ Hattem ‘ Lochem

Grouw 43 46 47
Haarlem & Delft 37 39
Hattem 21
Lochem

In each iteration the matrix is reduced in size. The iterations are repeated until
no elements are left which can be fused to a new cluster. The final result is
a complete hierarchical grouping of varieties. This grouping is visualized as a
dendrogram, a tree in which the leaves are the varieties and the lengths of the
branches correspond with the distances. In our example we get the following
dendrogram:
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Grouw
Delft |
Haarlem '
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In Figure 6.1 Johnson’s algorithm is given in pseudo-code. On the basis of
n elements n — 1 clusters are obtained. The elements are numbered from 1 to
n, and the clusters from n + 1 to n + n — 1. Therefore the variable k that
gives the cluster index is set to the number of elements initially. The input of
the procedure is DistanceMatrixz which contains the distances. The output is
Cluster, containing for each of the n — 1 clusters its subclusters and the distance
between both subclusters. On the basis of Cluster the dendrogram is constructed.

procedure cluster(DistanceMatrix,Cluster);
begin
k:=number of elements;

while elements or clusters are left that can be fused do begin
k:=k+1;

find pair (i,j) in DistanceMatrix that has smallest distance;
store subclusters i and j in Cluster[k];
distance between subclusters of Cluster[k]:=distance between i and j;

delete rows and columns of i and j in DistanceMatrix;
insert a row and a column of cluster k in the DistanceMatrix;
calculate distances from cluster k to all remaining points;
end;
end

Figure 6.1: Johnson’s algorithm in pseudo-code.

6.1.2 Matrix updating algorithms

Each time two clusters are fused to a new cluster, the distances from the newly
formed cluster to all other points (or clusters) need to be calculated. In our
example, the distance from a new cluster ij to point k was calculated as the
mean of the distance between ¢ and k£ and the distance between j and k. The
way in which the distances between a newly formed cluster and the remaining
points is calculated is called a matrixz updating algorithm. Sneath and Sokal
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(1973, pp. 218-219) mention six matrix updating algorithms. Jain and Dubes
(1988, p. 80) mention the same updating algorithms and added a seventh, Ward’s
method.

Assume points (or clusters) ¢ and j are fused to one cluster ij. Then for
calculating the distance from cluster ij to a point (or cluster) k the following
data are (partly) needed: n; (number of varieties in cluster i), n; (number of
varieties in cluster j), n; (number of varieties in cluster k), d;; (distance between
i and j), dy; (distance between k and i) and dj; (distance between k and j). Now
the seven matrix updating algorithms are defined as follows:

1. Single-link (nearest neighbor):
dijij) = manimum(dy;, dy;)

2. Complete-link (furthest neighbor):

diij) = mazximum (dy;, di;)
3. Unweighted Pair Group Method using Arithmetic averages (UPGMA):

dkjij) = (ni / (ni+mnj) X du +
(nj / (ni+n;) x d

4. Weighted Pair Group Method using Arithmetic averages (WPGMA):
difis) = (5 ¥ dii) + (5 % dij)
5. Unweighted Pair Group Method using Centroids (UPGMC):
dyfij) = (n; /o (itng) X dy +
(n [ (nitng) X diy —
(i xng) ) (ni+my)’) x dy
6. Weighted Pair Group Method using Centroids (WPGMC):
dijig) = (3 % dii) + (3 X dij) — (3 x dij)
7. Ward’s method (minimum variance):
diig) = ((ne + 1) (g +mni+mny)) X dy +

/
(e +ny) /(e +mnit+mng)) X dy —
(nk / (nk +n; + n])) X dz’j
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When finding the distance between a new cluster and an existing cluster,
single-link finds the closest pair of elements in the two clusters and complete-link
the most distant pair. UPGMA and WPGMA assess the dissimilarity between the
new cluster and the existing cluster by the distance between the means. Instead
of using means UPGMC and WPGMUC use centroids, i.e. the hypothetical points
at the centers of clusters i, 7 and k. Ward’s method assigns a new distance in the
way that results in the smallest increase in the within-cluster sum of squares, i.e.,
the sum of the squared distances between each point and the resultant cluster
centroid (Wilks, 1995).

Note the use of the terms unweighted and weighted. Weighted clustering was
introduced by Sokal and Michener (1958). In this approach clusters that merge
get equal weights regardless of the number of elements in each cluster. In that
case elements in small clusters are weighted relatively more heavily than elements
in larger clusters. In Unweighted clustering each element in a cluster gets equal
weight, regardless of the number of elements in that cluster (Sneath and Sokal,
1973, p. 228). Although this terminology was adopted by Jain and Dubes (1988)
and others, it may be confusing since in unweighted clustering we weight clusters
the merge by their size, and in weighted clustering we do not.

6.1.3 Experimentation

In our research, we have to decide which matrix updating algorithm should be
used. Because both single-link and complete-link take only one cluster into ac-
count when merging two clusters, we did not use them. Weighting clusters by
their size when fusing them seems more reasonable to us than weighting them
equally, so we prefer unweighted clustering. Using the centroid-based methods,
we sometimes get results in which the distance between two clusters is smaller
than between the subclusters in (one of) the two clusters. When comparing dia-
lects such results are not natural. So only two matrix updating algorithm are
left: UPGMA and Ward’s method.

Wilks (1995) indicates that Ward’s method tends to create clusters of equal
size, which is not always reasonable. In our research we found that varieties which
appear as outliers in a UPGMA dendrogram are neatly ordered under a group of
moderate size in a dendrogram obtained by Ward’s method. We will compare on
the basis of the following matrix:

a b ¢ d
a 1 2 2
(6.1) b 2 2
C ?
d
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We applied both UPGMA and Ward’s method to the matrix, and experimented
with different values for the ‘?’; the distance between objects ¢ and d. We found
that for the values 0 through 1.9 (with a step size of 0.1) similar dendrograms
are obtained. Setting the distance between objects ¢ and d to 2.0, dendrograms
are obtained which show that objects ¢ and d are equally distant to the cluster
containing objects a and b. However, in the dendrogram generated by the Ward’s
method objects ¢ and d form a cluster. For values varying from 2.1 through 2.3
(with a step size of 0.1 again), in the UPGMA dendrogram object d is further
apart from objects a and b than object c. In the dendrogram generated by
Ward’s method object ¢ and d still form one cluster, which is unexpected and
counterintuitive. For values 2.4 and higher the two methods will give similar
results. Results for the values 1.0, 2.0, 2.2 and 2.4 are found in Figure 6.2.

A useful quantitative method for validating cluster results is developed by
Sokal and Rohlf (1962). They proposed to calculate the cophenetic correlation
coefficient, which is a measure of the agreement between the distances as implied
by the dendrogram and those of the original distance matrix. This approach is
also described in Sneath and Sokal (1973, pp. 277-284) and Jain and Dubes (1988,
pp. 6668 and 166-170). The cophenetic correlation coefficient, abbreviated as
CPCC by Farris (1969), measures the correlation between the original distances
and the cophenetic distances. Because dialect distances are numeric data, we
used the Pearson correlation coefficient (see Section 3.6.2.5). Cophenetic values
are the distances as suggested by the dendrogram. For finding the cophenetic
distance between objects ¢ and j we have to find the least significant (smallest)
cluster in which both objects are first present. The cophenetic distance between
1 and j is equal to the distance between the subclusters of this cluster. Once
we have a correlation coefficient, we can calculate to what extent the cophenetic
distances explain the variance in the original distances. The variance is found
by taking the square of the cophenetic correlation coefficient. The variance is
expressed as a percentage when multiplied by 100. In this thesis this variance is
given as a percentage for most dendrograms.

Using the CPCC we examined the difference between UPGMA and Ward’s
method further. For the ‘?” in the matrix (the distance between ¢ and d) the
values 0.0 through 3.0 are filled in with a step size of 0.1, and for each value the
CPCC is calculated for both UPGMA and Ward’s method. In Figure 6.3 the
CPCC is plotted against distance(c,d). From 0.0 through 2.0 we see that the
CPCC of the UPGMA is equal to 1.00. For values higher than 2.0 the CPCC de-
creases. For Ward’s method the CPCC increases from 0.0 through 1.0, decreases
from 1.0 through 2.1, increases from 2.1 through 2.3, and increases from 2.3. UP-
GMA and Ward’s method are equal for distance(c,d)=1 where they have both a
CPCC of 1.00. The greatest difference between UPGMA and Ward’ method is
found for distance(c,d)=2.0, where UPGMA has CPCC=1.00 and Ward’s method
CPCC=0.9439. From 2.1 through 2.3 Ward’s method gives counterintuitive res-
ults, suggesting that ¢ and d form a group which is not justified. For values 2.4
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Figure 6.2: Results obtained from the matrix given in (6.1) using UPGMA and
the Ward’s method. In the matrix different values have been used as distance
between objects ¢ and d. When the distance between ¢ and d is equal to 2.2, in
the UPGMA dendrogram object d is further from objects a and b than object c.
In the dendrogram generated by Ward’s method object ¢ and d form one cluster,
which is perhaps counterintuitive with regard to seeking dialectological groups.
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Figure 6.3: Comparison of UPGMA (upper line) and Ward’s method (lower line)
for the matrix given in (6.1) for 0 < distance(c,d) < 3.0 with a step size of 0.1. To
obtain a clear graph, points are connected by lines. For distance(c,d)=1.0 both
methods have CPCC=1.00. Greatest difference was found for distance(c,d)=2.0,
where UPGMA has CPCC=1.00 and Ward’s method CPCC=0.9439. From 2.1
through 2.3 Ward’s method gives counterintuitive results which is reflected in

this graph by lower CPCC’s with respect to the CPCC’s of UPGMA.

and higher both UPGMA and Ward’s method run parallel, where for both the
CPCC decreases. The UPGMA still performs better than the Ward’s method.
Only when distance(c,d)=16, both methods have the same CPCC when using
four decimals.

The graph shows that the cophenetic correlation coefficient gives results which
accord with our findings at the beginning of this section. On the basis of this
we tend to judge UPGMA preferable to Ward’s method. Therefore, we will use
UPGMA troughout the rest of this thesis. We are aware that more situations are
possible which should be tested. However, it is beyond the scope of this thesis to
find and discuss them all.

6.1.4 Ordering of clusters

In Section 6.1.1 we show a dendrogram on the basis of five varieties. Below
the dendrogram on the left is the same dendrogram as shown in Section 6.1.1,
and the dendrogram on the right is an alternative. In the right one the clusters
Delft & Haarlem and Hattem & Lochem are swapped. In the dendrogram Delft
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and Haarlem can be swapped in the same way as Hattem and Lochem. Thus
the same clustering can be visualized by different dendrograms. The question
arises which of them is better. Examining the two dendrograms below we prefer
the left one since the distance between Grouw and the cluster Delft & Haarlem
((42 4 44)/2 = 43, see the distance matrices in Section 6.1.1) is smaller than the
distance between Grouw and the cluster Hattem & Lochem ((46 +47)/2 = 46.5).
In our implementation of the graphic display of the cluster algorithm the branches
are ordered so that the more related varieties or clusters are located near each
other in the dendrogram.

Grouw Grouw
Delft Hattem
Haarlem } Lochem }
Hattem Delft
Lochem } Haarlem }
oo by s b b aa by oo b by by v by
0 10 20 30 40 0 10 20 30 40

Assume we have a clustering that contains two clusters. The first cluster
contains subclusters a and b (but a and b may also be leaves), and the second
cluster contains subclusters ¢ and d (¢ and d may again be leaves). Figure 6.4
shows that the clustering can be visualized in four different ways. So we have to
decide which one is better. For this purpose we examine the distance between a,
b, ¢ and d and mirror one or both subclusters if necessary. Assume the subcluster
which contains a and b is called 7, the subcluster containing ¢ and d is called j
and the (sub)cluster containing ¢ and j is called C. Now the procedure is as
follows:

if minimum(b,c,C)
then {nothing}
else if minimum(a,c,C)
then mirror subgroup i
else if minimum(b,d,C)
then mirror subgroup j
else if minimum(a,d,C)
then mirror subgroup i and mirror subgroup j

The function minimum checks whether the distance for the pair of given elements
is smaller than for each other possible pair of elements in (sub)cluster C. The
result of this procedure is a dendrogram in which closest clusters (or terminals)
are located near each other. This procedure was applied to the dendrograms in
this thesis.
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Figure 6.4: Four dendrograms, each of which is generated on the basis of the same
distances using the same cluster method. We prefer the top left visualization in
cases where d(b,c) < d(a,c), d(b,c) < d(b,d) and d(b, c) < d(a,d).

6.1.5 Application

In Section 6.1.3 we mentioned that we use the UPGMA clustering method through
out this thesis. Examples of dendrograms can be found in Figures 8.3 and 9.5.
The dendrogram in Figure 8.3 is based on distances between 55 Norwegian vari-
eties, and the dendrogram in Figure 9.5 is based on 360 Dutch varieties. The two
dendrograms are discussed in respectively Section 8.2.1 and Section 9.3.1.

For a dendrogram with n varieties the & most significant groups can be found,
where 1 < kK < n — 1. The choice of a suitable value for k depends on the
number of varieties. When each group of the partition gets a unique color, the
groups can be identified on a map. On such a map the most important groups
in the dendrogram can easily be found. When neighboring points belong to
different groups, the exact border between the points is found on the basis of
triangulation. With this technique the two points are blown up to small areas
until they touch each other (see Section 6.2.4). Figures 8.4 and 9.6 show maps
based on the dendrograms in respectively Figure 8.3 and Figure 9.5. The two
maps are discussed in respectively Section 8.2.2 and 9.3.2.

The groups as found in a dendrogram can also be represented geographically
by a composite cluster map.> On this type of map groups are separated by
borders which are represented by lines. Darker lines separate distant groups,
lighter lines more similar groups. When creating this map, in the first step the
border between the two most significant groups is drawn. In the second step, two
borders are drawn which separate the three most significant groups. The first
border, which was already drawn in the previous step, is drawn again, resulting
in a darker color. The second border is drawn for the first time, so it will be
lighter than the other one. In the ¢-th step, the ¢ — 1 borders of the ¢ most

2Composite cluster maps were introduced by Peter Kleiweg, see also http://www.let.rug.
nl/~kleiweg/ccmap/.
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significant groups are drawn again (they get darker), and a new border is added.
If the cluster contains n varieties, we start with drawing borders which separate
the 2 most signficant groups, and end with drawing borders which separate the
n most significant groups. Figure 9.7 shows a composite cluster map based on
the dendrogram in Figure 9.5. The map is discussed in Section 9.3.3.

Comparing the color area map with the composite cluster map, the benefit
of the composite cluster map is that the weigth of borders between groups is
visualized. On the other hand, composite cluster maps have the disadvantage that
they cannot show that varieties which are geographically separated by varieties
of other groups, belong to the same group. In the color area map varieties of the
same group get simply the same color.

6.2 Multidimensional scaling

On the basis of geographic coordinates, the distances between locations can be
determined. The reverse is also possible: on the basis of the known distances,
an optimal coordinate system can be determined with the coordinates of the
locations in it. The latter is realized by a technique known as ‘multidimensional
scaling’” (MDS). In a multidimensional scaling plot, strongly related dialects are
close to each other, while strongly different dialects are located far away from
each other. MDS has its origins in psychometrics. Different persons are judged
as similar if they tend to give similar responses to the same stimuli. MDS helps to
understand the results of similar experiments (Oh and Raftery, 2001). Togerson
(1952) proposed the first MDS method and coined the term.

6.2.1 Basic idea

The purpose of multidimensional scaling (MDS) is to provide a visual representa-
tion of the pattern of distances among a set of elements. On the basis of distances
between a set of elements a set of points is returned so that the distances between
the points are approximately equal to the original distances. The result is that
on the plot like concepts are plotted nearby and unlike concepts are distant.

In Section 6.1 we use a small distance matrix which contains the distances
between five varieties. On the basis of these distances with multidimensional scal-
ing the varieties are plotted on a map, where the distances between the elements
reflect the original distances as close as possible. This gives the following result:
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o Grouw

o Lochem
Hattem

o Haatlem
® Delft

In the original distance matrix small distances were found between Haarlem and
Delft and between Hattem and Lochem. In the MDS plot, Haarlem and Delft,
and Hattem and Lochem appear as two close clusters. The original distance
matrix shows large distances between Grouw and the four other dialects, between
Haarlem and Hattem, Haarlem and Lochem, Delft and Hattem and Delft and
Lochem. These large distances are clearly reflected in the MDS plot. The x-axis
represents the first dimension, and the y-axis the second dimension. If required
the axes may be swapped. MDS values may also be used inversely. Both swapping
axes and using values inversely are allowed since they do no change the distances
between the elements on the plot.

6.2.2 Algorithms

Having three elements a, b and ¢, it is not difficult to place them in two-
dimensional space so that the distances between them are correctly rendered.
First a and b are placed with the right distance between them, and next c is
placed so that is has the right distance with respect to both a and b. However,
when adding a fourth element d, it is more difficult and it may be impossible to
locate it so that the distances with respect to a, b and ¢ are reflected perfectly.
MDS assigns coordinates so that the Euclidean distances between the assigned
points reflect the original distances as closely as possible. Normally, MDS is used
to scale to two dimensions since three or more dimensions are difficult to display
on paper. However, MDS can also be used to scale to three or more dimensions. In
our research we used MDS routines as implemented in the statistical R package.?
The program provides three MDS procedures: Classical Multidimensional Scal-
ing, Kruskal’s Non-metric Multidimensional Scaling and Sammon’s Non-Linear
Mapping.

As mentioned above, Togerson (1952) proposed the first MDS method which
is known as Classical Multidimensional Scaling. The method is also described in

3The program R is a free public domain program and available via http://www.r-project.
org/.
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Togerson (1958) and is a metric procedure. The MDS plot in the example above
is obtained on the basis of this procedure.

Both Kruskal’s Non-metric Multidimensional Scaling and Sammon’s Non-
Linear Mapping are non-metric procedures, i.e. the ranks of the distances are
used. Kruskal’s Non-metric Multidimensional Scaling was the first non-metric
multidimensional scaling procedure. In Shepard (1962), Kruskal (1964) and
Kruskal and Wish (1978) the procedure is explained. Sammon’s Non-Linear
Mapping is described by Sammon (1969). In both procedures the MDS coordin-
ates are found by an iterative algorithm. The algorithm starts with an initial
configuration. Usually random values are assigned to coordinates of each of the
elements. In R, however, the initial coordinates are found with Classical Mul-
tidimensional Scaling. Next, a range of steps is repeated until the optimal co-
ordinates are found. First, the Euclidean distances between the elements on the
basis of their coordinates are calculated. These distances are compared to the
original distances using a stress function. The smaller the stress value, the closer
the correspondence. The function is discussed below. Next, the coordinates are
adjusted to reduce the stress. The most optimal coordinates are found when the
stress can drop no further.

As mentioned above the degree of correspondence between the Euclidean dis-
tances between the MDS coordinates and the original distances is measured by
a stress function. Assume d;; is the original distance between elements ¢ and j,
and D;; is the Euclidean distance between elements 7 and j as found on the basis
of the coordinates. When using Kruskal’s Non-metric Multidimensional Scaling
the stress is calculated with the following formula:

Z(f(dij) — Dy;)?
(6.2) STRESS = | =
> Dij?

1<j

In this formula, f(d;;) is a weakly monotonic transformation of the original dis-
tances. The function maps the original distances to values that best preserve
the rank order. The transformation is found via monotonic regression (Jain and
Dubes, 1988, pp. 49-50). Monotone regression is a step-function which is con-
strained to always increase from left to right. First, a monotonic transformation
of the original distances is performed. Next, linear regression is applied to these
transformed original distances and the coordinate-based distances. Subsequently,
on the basis of the regression formula, original distances are predicted on the basis
of the coordinate-based distances. In the formula, such a predicted value is noted
as f(d;;). Using monotone regression, the correlation between f(d;;) and D;;
will be maximized. Monotone regression is also known as isotonic regression.
Therefore, in R, Kruskal’s Non-metric Multidimensional Scaling is also known as
isoMDS. The denominator of the fraction is a constant scaling factor that assures
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that stress values are between 0 and 1. Applying Kruskal’s Non-metric Multidi-
mensional Scaling to the distances of the five dialects in our example we get the
following plot:

o Grouw

e Lochem
® Hattem

e Haarlem
® Delft

The x-axis represents the first dimension, and the y-axis the second dimension.
Compared to the plot obtained on the basis of Classical Multidimensional Scal-
ing the distance between Haarlem and Delft has become a bit smaller, and the
distance between Hattem and Lochem has become a bit greater. Otherwise the
two plots are very similar.

When using Sammon’s Non-Linear Mapping another stress function is used.
The formula is:

(dij — Dij)?

> dij

1<j

>

(6.3) STRESS = =

The main difference with stress in Kruskal’s Non-metric Multidimensional Scaling
is that the squared differences between the original distances and the coordinate-
based distances are weighted by the original distances. Because of this normaliz-
ation the preservation of small distances will be emphasized. The whole sum in
the numerator is divided by the sum of the original distances in the denominator
in order to scale the stress to a value between 0 and 1. The following plot show
the result of Sammon’s Non-Linear Mapping when applied to the distances of the
five varieties in our example:
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o Grouw

e Lochem

o Hattem

e Haarlem

o Delft

The x-axis represents the first dimension, and the y-axis the second dimension.
When comparing the plot to the plots obtained by Classical Multidimensional
Scaling and Kruskal’s Non-metric Multidimensional Scaling we see that the dis-
tance between Haarlem and Delft and between Hattem and Lochem has be-
come relatively much larger, although still two clusters can be recognized. The
plot shows clearly that small distances are emphasized and greater distances
are weakened. Using a larger set of points it appears that groups which are
sharply distinguished on plots obtained by Classical Multidimensional Scaling
and Kruskal’s Non-metric Multidimensional Scaling form a continuum on a plot
obtained by Sammon’s Non-Linear Mapping.

6.2.3 Experimentation

R provides us with stress values only for Kruskal’s Non-metric Multidimensional
Scaling and Sammon’s Non-Linear Mapping. However, stress values calculated
with different formulas are not comparable. In order to compare the results of
the different MDS procedures, we need a measure of fitness which can applied
to each MDS result. This was found in ALSCAL, an MDS program using the
alternating least square algorithm. A description of the algorithm is given by
Takane et al. (1977) and Norusis (1997).* In ALSCAL the squared Pearson’s
correlation coefficient is calculated between the original distances and the Euc-
lidean MDS coordinate-based distances. A higher correlation coefficient indicates
that the multidimensional scaling values are a good representation of the original
distances. The square of this correlation coefficient is equal to the variance of the
original distances as explained by the chosen number of dimensions. We extended
the R procedure so that Pearson’s correlation coefficient r» between the original
distances and the final Euclidean distances on the plot is calculated by default.
On the basis of this correlation coefficient the r? value was calculated and given
for each plot in this thesis.

4The ALSCAL program is a free public domain program and available via: http://
forrest.psych.unc.edu/research/alscal.html. ALSCAL is also included in the statist-
ical package SPSS.
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The r? value may help us to decide which of the MDS procedures available
in R should be used. Calculating the r and 72 values for the three MDS plots of
our example, we get the following outcomes:

Method r r?

Classical Multidimensional Scaling 0.989 | 97.7%
Kruskal’s Non-metric Multidimensional Scaling | 0.990 | 98.0%
Sammon’s Non-Linear Mapping 0.935 | 87.4%

We used a three-digit precision to distinguish the values from each other. All
correlation coefficients are significant, but none is significantly higher than the
others. Because the data set of our example contains only five varieties, no
firm conclusions can be drawn. However, when applying the procedures to other
data sets, in general Kruskal’s Non-metric Multidimensional Scaling gets the
highest r and r? value. Therefore, we will use this procedure throughout this
thesis. Note that the non-metric Kruskal MDS performs better than the metric
classical MDS as well although all distances we measured (between segments or
between dialects) are metric data. We cannot explain this. Sammon’s Non-
Linear Mapping sometimes outperforms Classical Multidimensional Scaling, but
the opposite was also observed many times.

6.2.4 Application

In Section 6.2.3 we mentioned that we use Kruskal’s Non-metric Multidimensional
throughout this thesis. An example of a three-dimensional multidimensional
scaling plot can be found in Figure 8.5. The plot is based on distances between
55 Norwegian varieties. The plot is discussed in Section 8.3.1. On the basis of
three dimensions of a three-dimensional solution, each variety can be represented
by a color. If we let the first dimension be the intensity of red, the second the
intensity of green and the third the intensity of blue, each variety gets an unique
color. This approach can be used to create a dialect map. Each dialect point
gets a color according to its MDS values. Colors can be assigned to the MDS
dimensions so that a color scheme is obtained that is as similar as possible to
existing dialect maps. Space between points can be colored in two ways. In the
first approach dialect points are blown up to small areas. The areas are found
by using the Delaunay triangulation (Kramer, 1995). Triangles connect points so
that the circumcircle (circle that passes through all three points) does not contain
any other point (see left picture below). For each circle that connects the three
points of a triangle the center can be found (see below the picture in the middle).
The centers of circles corresponding with adjacent triangles are connected. In this

SFor finding significances we used the Mantel test which is explained in Section 3.8.2. As
significance level we choose a = 0.05.
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way a pattern of polygons arises known as Voronoi polygons, Thiessen polygons
or Dirichlet tessellation (see right picture below). The same technique for finding
polygons is also used by Goebl (1982) (see also Goebl (1993) and Figure 2.1 and
2.2).

Sometimes MDS plots clearly show that varieties are language islands in the
continuum. In that case we do not derive a Voronoi cell from these varieties. On
the map they are marked with a diamond, where only the diamond is colored on
the basis of the MDS values. Varieties which fit in the continuum are marked with
a black dot. An example of such a map is found in Figure 9.32. The map is based
on MDS values of a three-dimensional solution which was obtained on the basis
of distances between 360 Dutch varieties. The map is discussed in Section 9.5.2.

In the second approach space between points is colored by interpolation. As-
sume point a is yellow and point b is blue. When no other points are located
between points a and b, an unknown point exactly in the middle of both points
will be green. An unknown point closer to point a will be more yellow and a
point closer to point b will be more blue. In our research we used the most simple
interpolation procedure, which is known as inverse distance weighting. Assume
we have a map with n points. Each point has geographic coordinates (z;,y;)
and MDS coordinates (R;, G;, B;) where 1 < i < n. Now for an intermediate
point with geographic coordinates (z,, y,) we want to calculate MDS coordinates
(R,, Gy, By) where 1 < p < m and m is the number of intermediate points. These
points form a regular grid over the area. Obviously, m determines the density.
A higher m will result in a map on which colors more gradually change. R, is
found as follows:

n 1
R, X —
; d(i,p)*

(4,p)*

S

[e9)

(2

—_

where §(i,p) = (z; — ,)° + (y; — y,)* and s = 2.

Coordinates G, and B,, are found in an analogous way. When s = 0.5, then 4(, p)
is just the Euclidean distance between ¢ and p. Higher values for s give higher
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color contrasts. In our research we used s = 2 which results in color contrasts
which are strong enough to be seen on the one hand, and realistic on the other
hand.

Just as when applying triangulation dialect islands are excluded from inter-
polation. As they would be in triangulation they are marked with a diamond
on the map, where only the diamond is colored on the basis of the MDS values.
Varieties which fit in the continuum are marked with a black dot. The color of
the space immediately around this dot will nearly reflect the color of the variety
itself. Examples of this type of map are given in Figures 8.6 and 9.33. Figure 8.6
is based on the MDS values which are represented by the multidimensional scal-
ing plot in Figure 8.5. The map is discussed in Section 8.3.2. Figure 9.33 is based
on the same MDS values as the map in Figure 9.32 and described in Section 9.5.2.

Triangulation takes less computation time than interpolation. When the net-
work of data points has a high density, interpolation may hardly be needed. On
the other hand, interpolation does justice to the idea that the dialect landscape
may be regarded as a continuum.
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Chapter 7

Validating Norwegian dialect
distances

From the previous chapters it is clear that a great number of alternative methods
is available for comparing dialects. Many of the alternatives are refinements of
one another, leading to the question which methods are most suitable in general.
In this chapter validation work is reported, which gives an answer to this question.

Section 7.1 starts with an overview of the alternative methods we validate
in this chapter. The methods will be validated on the basis of the Norwegian
NOS data. This data source is described in Section 7.2. Since measurements are
valid only if they are reliable, the reliability of the measurements which are ob-
tained by the word-based methods (frequency method and Levenshtein distance)
is checked. The reliability or consistency checking is explained in Section 7.3.
Subsequently all methods are validated in Section 7.4. The results of the dialec-
tometric methods are compared to perceptual distances, as found on the basis of
a perception experiment. On the basis of reliability checking and validation work
we find the optimal comparison method in Section 7.5. We apply this method to
the NOS data and show results.

7.1 Overview of methods

In this chapter we validate the different methods with which distances between
varieties can be calculated. We examine dialect distance measurements varying
several dimensions:

e Comparison method
We examined the corpus frequency method (see Section 2.3.2), the fre-
quency per word method (see Section 2.3.3) and the Levenshtein distance
(see Sections 2.3.4, 5.1 and 5.2). The advantage of the frequency per word
method compared to the corpus frequency method is that words are re-
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garded as linguistic units, and the Levenshtein distance improves on the
frequency per word method in that the order of segments in a word is taken
into account.

Data source

All comparison methods are applied to phonetic transcriptions. However,
the Levenshtein distance was applied not only to transcriptions (see Sec-
tion 5.1) but to acoustic word samples as well (see Section 5.2).

Transcription segment representation

When using transcriptions, speech segments may be represented as phones
in the simplest case (see Section 3.1.1). In more refined methods segments
are represented by features or acoustically. We examined the feature sys-
tems of Hoppenbrouwers & Hoppenbrouwers (H & H, see Section 3.1.2),
Vieregge & Cucchiarini (V & C, see Section 3.1.3) and Almeida & Braun
(A & B, see Section 3.1.4). These discrete representations are used in
combination with the corpus frequency method, the frequency per word
method and the Levenshtein distance. To obtain good acoustic representa-
tions of canonical segments we examined the Barkfilter (see Section 4.3.1),
the cochleagram (see Section 4.3.2) and formant track representations (see
Section 4.3.3). Acoustic representations are only used in combination with
the Levenshtein distance.

Acoustic word representation

Above we used acoustic samples of individual segments. In the following
section we consider whole word recordings. When using the Levenshtein
distance based on acoustic word samples, we experimented with three rep-
resentations, namely the Barkfilter, the cochleagram and the formant track
representation (see Section 5.2.2).

Number of length gradations

For all variants of comparison methods there is a distinction made between
extra-short and non-extra-short sounds which we implemented by changing
the transcriptions and weighting non-extra-short sounds at least two times
as heavily as extra-short sounds. For the processing of half-long and long
we examined two approaches. In the first approach half-long and long are
processed by changing feature values or simply ignored when using phone
or acoustic segment representations. In this case only two degrees of length
are represented by weighting segments, namely extra-short and non-extra-
short. In the second approach half-long and long are processed by weighting
half-long segments three times and long segments four times as heavily as
an extra-short sound. In this case four degrees of length are represented
by weighing segments, namely extra-short, short, half-long and long (see
Sections 3.4.2 and 4.6.1).
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e Representation of diphthongs
When using transcriptions a diphthong may be processed as the sequence
of two segments or as one segment which has a gradual changing color (see
Section 3.2 and Section 4.4.

o Comparison of feature histograms or feature bundles
In feature-based measures the distance between feature histograms (cor-
pus frequency method and frequency per word method) or feature bundles
(Levenshtein distance) can be determined via Manhattan distance, Euc-
lidean distance, or via a measure based on Pearson’s r (see Section 3.6.2.5).

e Scaling of segment distances
Discrete and acoustic segment distances can be used in two different ways in
combination with Levenshtein distance. First they can be used unchanged,
i.e. linearly. Alternatively, the logarithms of the distances can be used (see
Section 3.7).

Although not all of the eight dimensions combine with one another, we none-
theless examine 187 combinations, of which three apply only to acoustic material.
The variety reinforces the need for validation techniques.

7.2 Data source

In contrast to many European countries, in Norway dialects are used by people of
all ages and social backgrounds both in the private domain and in official contexts
(Omdal, 1995). When making recordings the risk is minimal that speakers use a
standardized version of their dialect or a variety which is no longer used in every
day life. It does not feel unnatural for Norwegian people to read a text aloud in
their own dialect.

In the period 1999-2002 Jgrn Almberg and Kristian Skarbg (Department
of Linguistics, University of Trondheim) compiled a database which consists of
recordings of about 50 Norwegian dialects.! As a basis the text of the fable ‘The
North Wind and the Sun’ was used. This text was also used in IPA (1949) and
IPA (1999) where the text has been transcribed in a large number of different
languages. Besides recordings, corresponding transcriptions are also given.

In Gooskens and Heeringa (2004) a perception experiment is described which
is based on these recordings (see Section 7.2.1). At the time this experiment was
carried out (see Section 7.4.1) recordings of a set of 15 varieties were available.
Therefore, the perception experiment was based on 15 varieties. We used the
results of this experiment for validation work. In our research the transcriptions
of the words in the texts of the same 15 varieties were used as input for a set

!The recordings and transcriptions are free available via: http://www.ling.hf.ntnu.no/
nos/.



168 CHAPTER 7. VALIDATING NORWEGIAN DIALECT DISTANCES

of 184 transcription-based comparison methods, which are variants of either the
corpus frequency method, the frequency per word method and the Levenshtein
distance. Samples of the words in the recordings of these 15 varieties were used
as input for a set of 3 recording-based comparison methods, which are variants
of the Levenshtein distance.

7.2.1 Text recordings

In order to get recordings of translations in different Norwegian dialects of this
text, speakers were asked to read the text aloud. The speakers were all given
the text in Norwegian beforehand and were allowed time to prepare themselves
to be able to read the text aloud in their own dialect. The choice of words and
the order of words are sometimes changed to get an authentic rendition. When
reading the text aloud speakers were asked to imagine that they were reading the
text to someone with the same dialectal background. This was done to ensure a
natural reading style and to achieve dialectal correctness.

A set of 15 recordings were used in a perception experiment in order to find
perceptual distances among the corresponding 15 varieties. The recordings were
made in a soundproof studio in the autumn of 1999 and the spring of 2000. The
microphone used for the recordings was a MILAB LSR-1000 and the recordings
were made in DAT format using a FOSTEX D-10 Digital Master Recorder. They
were edited by means of Cool Edit 96. The perception experiment is explained
more extensively in Section 7.4.1.

7.2.2 Word transcriptions

On the basis of the recordings transcriptions were made by Jgrn Almberg. The
transcriptions were made in IPA as well in X-SAMPA (eXtension of Speech
Assessment Methods Phonetic Alphabet). In X-SAMPA the IPA symbols are
mapped to the ASCII/ANSI characters as found on the keyboard and available
in even the most primitive text editors, which makes computational processing
of the transcriptions much easier. The big advantage of this data set is that all
transcriptions are made by the same person which ensures maximal consistency.
The Norwegian translation of the fable ‘The North Wind and the Sun’ consists
of 58 different words. The words are listed in Appendix B Table B.1. The 184
transcription-based computational comparison methods which we validate in this
chapter are applied to the transcriptions of translations of these 58 words. For
the purpose of validation the same 15 varieties are used as for the perception
experiment. Afterwards a larger set of 55 varieties was also used.

Due to the free translation of some phrases a few of the expected words were
missing in certain varieties. When two varieties are compared, and when one of
the 58 words is missing in a translation of one variety or in both varieties, the word
is not taken into account in the calculation of the distance (see Section 5.1.10.1).
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Some words occur more than once in the text; e.g., nordavinden ‘the northwind’
normally appears four times in the text. In these cases the mean distance over the
variants of one word is used for calculating the distance. (see Section 5.1.10.2).
From Section 7.3 it becomes clear that the 58 words are a sufficient basis for
reliable dialect comparison.

In Norwegian dialect areas, intonation is one of the most important charac-
teristics. Minimal word pairs can be distinguished by means of tonemes. In the
transcriptions three types of tonemes can be found: toneme 1 and toneme 2 (Kris-
toffersen, 2000) and circumflex (Almberg, 2001). From literature we know that
the realization of the same tonemes can vary considerably across the Norwegian
dialects. However, no information was given about the precise realization of the
tonemes in the transcriptions. We return to this issue below in Section 7.4.1.

7.2.3 Word samples

As mentioned in Section 7.2.2 the Norwegian translation of the fable ‘The North
Wind and the Sun’ consists of 58 different words. For all 15 dialects each of the 58
words were cut from the text, so we usually get 58 word samples per dialect. The
3 recording-based computational comparison methods which we validate in this
chapter are applied to the word samples which are selected from the recordings.

The same quantifications we note above in Section 7.2.2 about missing ele-
ments in recordings apply here as well. Some words occur more than once in the
text. In recording-based comparison only the first occurence is selected since the
selection of word samples is rather time-consuming.

The voices of different speakers have different pitches. Most obvious is the
difference in pitch between male and female voices. Furthermore, the intonation
may vary per speaker. When two speakers read the same text aloud, the one may
stress different words than the other. To make samples of different speakers as
comparable as possible, all word samples were monotonized (see Section 5.2.1).
In the set of 15 varieties, 4 recordings were recorded by men, and 11 by women
(see Section 7.2.4). The mean pitch of the 4 men was 134 Hz, and of the 11 women
224 Hz. The mean of the means is 179 Hz. So all word samples were monotonized
on the mean of 179 Hz. We are aware of the fact that this choice removes all
prosodic information about pitch and intonation contours, and that these are
known to be significant dialect markers in Norwegian. However, we found no
way to exclude speaker-dependent intonation and simultaneously retain dialect-
dependent intonation. Furthermore, we are aware of the fact that monotonizing
does not remove all gender-dependent information.

7.2.4 Varieties

In Figure 7.1 the geographical distribution of the 15 varieties is shown. The
dialects are spread over a large part of the Norwegian language area, and cover
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most major dialect areas as found on the traditional map of Skjekkeland (1997,
p. 276). On this map the Norwegian language area is divided in nine dialect areas.
In our set of 15 varieties six areas are represented. Figure 7.2 shows which dialect
areas the 15 varieties belong to according to the map of Skjekkeland (1997).

For both the perception experiment and the recording-based comparison meth-
ods, the distinction between males and females is important. In the set of 15 dia-
lects, the varieties of Bodg, Bg, Herg and Larvik are recorded by male speakers,
the other varieties by female speakers.

7.3 Consistency

A measure can only be valid when it is reliable. But it may be reliable without
being valid. Since reliability is a necessary condition for validity, we check the
reliability of the set of methods which calculate distances as the averages of
separate word distances. It concerns a total of 147 methods which are variants of
the frequency per word method and the Levenshtein distance. The consistency
is measured by calculating Cronbach’s . In Section 7.3.1 an explanation of this
measure of reliability is given. In Section 7.3.2 results are discussed.

7.3.1 Cronbach’s «

Cronbach’s « is a popular method to measure consistency or reliability. Cronbach
(1951) proposed the coefficient a as a lower bound to the reliability coefficient in
classical test theory. Cronbach’s « is not a statistical test, it is a coefficient of
consistency.

Using a word-based method, the distances between varieties are obtained per
word. When calculating the distances between n, varieties on the basis of n,,
words, n,, matrices are obtained, each containing the distances between the n,
varieties on the basis of the pronunciations of one word. Because the distance
of a variety with respect to itself is always 0, these distances from the matrices’
diagonals are not considered. Since distances between two word pronunciations
are symmetric, only the half of the matrix is used. In a matrix totally (n, x (n, —
1))/2 distances are taken into account. For each pair of matrices the correlation
coefficient can be calculated. The average inter-correlation 7 among the words is
calculated as:

Ny 1—1

> r(wi,w))
_i=2j=1
(71) r= Ny X (N —1)
2
where r(w;,w,) is Pearson’s correlation coefficient between the matrices of words
w; and w;. Cronbach’s a can be written as a function of the number of words

and the average inter-correlation among the words:
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Figure 7.1: The geographic distribution of the 15 Norwegian varieties.
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oM No = Nordlandsk

Sv = Sgrvestlandsk
Nv = Nordvestlandsk
Mi = Midlandsk
Au = Austlandsk
Tr = Trogndsk

.AU

Figure 7.2: According to Skjekkeland (1997) the Norwegian language area can
be divided in nine groups. The data points on this map correspond with those in
Figure 7.1. In the set of 15 varieties six dialect areas are represented. The same
abbreviations are used in the other figures in this chapter.
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_ TNy X T
14 (ne—1)x7

(7.2) a

As mentioned in Section 7.2.2 the 15 Norwegian varieties are compared on the
basis of 58 words. For each matrix corresponding with a word (58 x 57)/2 = 1653
distances are considered. The average inter-correlation is based on (15 x 14)/2 =
105 pairs of matrices.

Usually the Cronbach’s o may range between 0 and 1. The higher the «, the
more reliable the method. A widely-accepted threshold in social science is that
a should be 0.70 or higher for a set of items to be considered a scale (Nunnally,

1978).

7.3.2 Results

In Table 7.1 the results for the 147 word-based methods are summarized. The
main division in the table consists of transcription-based methods on the one
hand, and recording-based methods on the other hand. For the transcription-
based methods different factors are examined. Results are given for different
segment representations, for two and four length gradations processed on the
basis of changes in the transcription, for different diphthong representations and
for different comparison metrics. For the recording-based methods scores are
given for the three acoustic representations of the word recordings. When in the
table a score is given for a certain combination of factors, the average is taken
over the other factors.

Examining the different transcription-based methods used on the basis of dif-
ferent segment representations, the highest scores were found for the methods
using phones, the linear and logarithmic Levenshtein distance using the feature
system of H & H, the linear Levenshtein distance using the feature system of
A & B and the logarithmic Levenshtein distance using Barkfilters and formant
tracks. Further we see that the use of logarithmic segments distances instead of
linear ones increases the correlation coefficients of the Levenshtein distances. The
high score of the phone-based methods on the one hand, and the improvement
which we found when using logarithmic segment distances in the Levenshtein al-
gorithm on the other hand, may indicate that a more reduced number of distance
gradations between words will improve the consistency. However, this does not
necessarily imply that these most consistent methods will be better methods for
validation as well.

From the table it appears that 2 length gradations will in general give higher
Cronbach’s « values than 4 length gradations. With regard to the diphthong
representations, the different representations do not give different scores. Con-
sidering the histogram and feature bundle metrics, the Pearson correlation coeffi-
cient give the highest scores when using the frequency per word method, and the
Fuclidean distance gives the best scores when using the Levenshtein distance.
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Freq. | Lev. | Lev.
word | lin. | log.

Transcription-based

Segment representation discretely

phones 0.87 | 0.87 | 0.87
features H & H | 0.84 | 0.87 | 0.87
features V. & C | 0.82 | 0.85 | 0.86
features A & B | 0.82 | 0.85 | 0.87

Segment representation acoustically

Barkfilter 0.83 | 0.87
cochleagram 0.82 | 0.86
formant tracks 0.85 | 0.87

Number of length gradations
2 lengths 0.84 | 0.86 | 0.87
4 lengths 0.83 | 0.85 | 0.86

Diphthongs are represented as

2 segments 0.83 | 0.85 | 0.87
1 segment 0.83 | 0.85 | 0.87
Comparison metric

Manhattan 0.82 | 0.85 | 0.87
Euclidean 0.83 | 0.87 | 0.88
‘Pearson’ 0.84 | 0.85 | 0.85

Recording-based

Word representation acoustically

Barkfilter 0.85
cochleagram 0.82
formant tracks 0.77

Table 7.1: Average Cronbach’s « values on the basis of 58 words from 15 Nor-
wegian varieties. The three columns corresponds respectively with the frequency
per word method (Freq. word), the linear Levenshtein distance (Lev. lin.) and
the logarithmic Levenshtein distance (Lev. log).



7.3. CONSISTENCY 175

Looking at the different word representations which are used in combination
with the recording-based Levenshtein distance, the highest score was found when
using the Barkfilter representation, the lowest when using the formant track rep-
resentation. This may be explained by the fact that formant tracks represent only
a part of the information in a spectrogram, namely the dominant frequency tracks.
This seems to result in less stable results. The formant track-based recording-
based Levenshtein distance was at the same time the comparison method with
the lowest score compared to all other methods.

In Table 7.1 the lowest Cronbach’s « value was equal to 0.77, the highest was
equal to 0.87. When examining the Cronbach’s «a values of all word-based meth-
ods separately, it appears that they vary from 0.77 to 0.88. So all methods have a
Cronbach’s « value which is higher than the threshold of 0.70 (see Section 7.3.1).
Our conclusion is that all methods are reliable when using the 58 words of ‘the
North Wind and the Sun’.

7.3.3 Number of items

With Cronbach’s o the number of items can be found which are needed to obtain
consistent results. More items result in higher o values. In our data set we used
58 items. Using these items a was 0.77 or higher for all computational methods.
When the threshold of «v is 0.70 (see Section 7.3.1), we may conclude that with all
computational methods reliable results can be obtained on the basis of 58 words.

In this section we investigate the effect of the number of items in more detail.
For this purpose we use a variant of the transcription-based Levenshtein distance,
where segment distances were found on the basis of the Barkfilter representation,
four length gradations are used, diphthongs are represented as a sequence of
two segments, and logarithmic segment distances are used. The choice of this
method is justified in Section 7.5.1, and the method is applied in Section 7.5.2.
With this method, distances between the 15 varieties are calculated for each of
the words separately. Subsequently, we calculate a values on the basis of subsets
of respectively 2 words, 3 words, and so on, through 58 words. The result is a
range of 57 « values. The words in a subset are randomly chosen and each word
is unique in a subset.

In Figure 7.3 we find a graph in which the x-axis represents the number
of words and the y-axis represents Cronbach’s a. For lower number of words
the graph fluctuates strongly. When the number of words increases, the graph
becomes more stable and a gradual rise can be seen. From 25 words on « is
always higher than 0.70. This means that words yield an acceptable degree of
consistency, even using only 25 words and with the computational method we
mentioned above. The highest a value is equal to 0.86, obtained on the basis of
58 words. To obtain a higher « value, we should use a larger number of words.
The « value can be found with the formula (7.2) in Section 7.3.1. From this
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Figure 7.3: Cronbach’s a values for 2 through 58 words. For smaller numbers of
words the graph strongly fluctuates. When the number of words increases, the
graphs becomes more stable and a gradual rise can be seen. From 25 words on «
is always higher than 0.70. For 58 words « is equal to 0.86.
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Figure 7.4: Average correlation coefficients for 2 through 58 words. For smaller
numbers of words the graph strongly fluctuates. When the number of words
increases, the graph becomes more stable. From 55 words on 7 remains stable
with a value of about 0.10.
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Cronbach’s | Number of
o words
0.86 55
0.87 60
0.88 66
0.89 73
0.90 81
0.91 91
0.92 104
0.93 120
0.94 141
0.95 171
0.96 216
0.97 291
0.98 441
0.99 891

Table 7.2: Number of words needed to obtain different o values. The numbers
are rounded. For a = 1.00 the number of words is not defined.

formula, we derived another formula with which the number of words n,, can be
found that are required to obtain a certain « value:

(7.3) Ny =

When using this formula, 7 should be known. For each of the subsets containing
respectively 2 trough 58 randomly chosen words, we calculated 7. In Figure 7.4,
we find a graph where the x-axis represents the number of words and the y-axis
the corresponding 7’s. Just as we expected, for lower number of words 7 fluctuates
strongly. When the number of words increases, ¥ becomes more stable. From 55
words 7 remains stable with a value of about 0.10. Using # = 0.10, we calculated
the number of words that are needed to obtain « values from 0.86 to 0.99. The
results are given in Table 7.2. From the formula it appears that the number of
words is not defined for a = 1.00.

We should emphasize before closing this section that the results depend
strongly on the average inter-item correlation 7, which may be expected to vary
from one family of dialects to another. The results here apply therefore to de-
termine the sample size needed in other language areas only as a very general
indication.
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7.4 Validity

Heeringa et al. (2002) validated computational dialect comparison methods by
comparing them to a gold standard. The gold standard provides a classification of
language varieties with which (nearly) all experts agree. Varieties which experts
disagree about are excluded. In this way the gold standard is incomplete, but
it represents consensus. Heeringa et al. (2002) based their gold standard on two
different Dutch dialect maps.

A gold standard is represented as a partition. The best validation results
were obtained when the results of computational comparison methods were also
converted to partitions (by clustering) and when these partitions were compared
to the gold standard partition. The comparison of partitions was carried out
by calculating the Rand index (Rand, 1971) and the Fowlkes and Mallow index
(Fowlkes and Mallows, 1983).

We have since recognized disadvantages in this approach. First, dialect maps
(and thus the gold standard) show only groups. The maps do not show precisely
the proximity of linguistic relationships among the groups and within the groups.
Second, varieties that are excluded (mostly borderline cases), play no role in
evaluation even when they are classified into linguistically very different groups.
Third, this technique cannot take the degree of misclassification into account,
e.g., when a misclassified variety belongs to a linguistically very close group.
Fourth and finally the measurements of the computational comparison methods
are converted to partitions by clustering. The consequence is that information
about the linguistic relationships within the groups is lost, and that the clustering
itself — along with the distance measure — is then subject of validation.

In Gooskens and Heeringa (2004) distances obtained by a variant of the Leven-
shtein distance are validated by correlating them with perceptual distances. In
the variant of the Levenshtein distance segment distances were determined acous-
tically. Perceptual distances are found in an experiment in which Norwegian
listeners judge distances between 15 Norwegian varieties. The validity of the
Levenshtein distance is tested by correlating it with the distances obtained by
the perception experiment. The advantage compared to the gold standard-based
approach is that validation is not based on simplified representations, namely
partitions, but on gradual distances found between each possible pair of variet-
ies. Moreover in this approach there is a clear criterion, namely perception, and
no dependence on the use of the investigative technique, clustering.

In this section we will validate all 187 methods by correlating the results with
perceptual distances. In Section 7.4.1 we describe the perception experiment with
which perceptual distances were found. In Section 7.4.2 we discuss the way in
which the perceptual distances are correlated with the distances resulting from
each of the 187 computational methods. In Section 7.4.3 we discuss the results.
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7.4.1 Perception experiment

The perception experiment was carried out by Charlotte Gooskens in the spring
of 2000. The experiment is described more detailed in Gooskens and Heeringa
(2004). In this Section we give only a brief description.

When the perception experiment was carried out, the recordings of only 15
Norwegian varieties were available. All of them are used. In order to be able to
investigate the dialect distances between the 15 Norwegian dialects as perceived
by Norwegian listeners, for each of the 15 varieties the corresponding recording
of the translation of the fable ‘The North Wind and the Sun’ was presented to
Norwegian listeners in a listening experiment. Because the computational com-
parison method as validated by Gooskens and Heeringa (2004) did not process
intonation, both monotonized and original versions of the recordings were used
in the perception experiment. The manipulations were carried out with the com-
puter program PRAAT. In order to monotonize the fragments the pitch contours
were changed to flat lines. The recordings of the male speakers were monotonized
at 134, which is the average pitch of the four male speakers. The recordings of
the female speakers were monotonized at 224 Hz. This was the average pitch of
the female speakers.

The listeners were 15 groups of high school pupils, one group from each of the
places where the 15 dialects are spoken. All pupils were familiar with their own
dialect and had lived most of their lives in the place in question (on average 16.7
years). Each group consisted of 16 to 27 listeners. The mean age of the listeners
was 17.8 years, 52 percent were female and 48 percent male.

The perception experiment consists of two sessions. In the first session the
monotonized texts of the 15 varieties were presented in a randomized order. After
a short break, the original texts of the same 15 varieties were presented again
in randomized order. Each session was preceded by a practice recording (of a
speaker of Stjgrdal, but not one of the 15 recordings used in the experiment
itself). Between each two recordings there was a pause of 3 seconds. While
listening to the dialects the listeners were asked to judge each of the 15 dialects
on a scale from 1 (similar to native dialect) to 10 (not similar to native dialect).
This means that each group of listeners judged the linguistic distances between
their own dialect and the 15 dialects, including their own dialect. In this way we
get a matrix of 15 x 15 distances for each session.

When comparing the matrices, it appeared that the mean judgments are al-
most the same (7.19 for the monotonous fragments and 7.25 for the original frag-
ments). However, the standard deviation is smaller in the case of the monotonous
fragments (1.38) than in the case of the original fragments (1.68).2 Two explana-

The variances are not significantly different for a=0.05 since P(F((%)),(},)) = %2222) =
P(F(105,105)=0.6747) > 0.05.
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Bergen 1.79 | 9.07 | 825 | 800 | 7.75 | 7.70 | 8.20 | 6.95 | 8.06 | 8.95 | 8.57 | 8.42 | 4.88 | 8.55 | 8.05
Bjugn 9.16 | 3.44 | 6.44 | 826 | 9.29 | 5.80 | 8.30 | 8.05 | 844 | 7.32 | 9.10 | 2.21 | 8.00 | 3.30 | 2.85
Bodg 8.79 | 793 | 1.50 | 832 | 835 | 6.60 | 7.90 | 7.84 | 7.39 | 8.05 | 8.76 | 6.63 | 8.19 | 6.20 | 6.30
By 811 | 7.81 | 7.56 | 1.00 | 7.76 | 8.10 | 4.95 | 7.89 | 5.39 | 6.00 | 5.19 | 7.16 | 6.31 | 8.25 | 8.65
Borre 6.11 | 885 | 7.81 | 6.53 | 1.76 | 8.55 | 1.80 | 7.58 | 1.61 | 7.53 | 2.04 | 7.26 | 7.50 | 8.55 | 9.10
Freena 9.00 | 759 | 7.13 | 847 | 882 | 3.10 | 8.10 | 7.89 | 850 | 7.26 | 9.00 | 6.68 | 7.44 | 6.10 | 7.65
Halden 7.00 | 8.22 | 8.00 | 6.84 | 4.00 | 8.15 | 2.80 | 7.95 | 2.89 | 6.63 | 3.00 | 7.47 | 7.06 | 8.05 | 8.32
Hergy 8.63 | 9.37 | 8.44 | 853 | 9.18 | 7.05 | 8.65 | 1.26 | 9.33 | 9.32 | 9.48 | 8.58 | 7.50 | 7.50 | 8.22
Larvik 747 | 8.70 | 7.69 | 4.05 | 4.06 | 7.75 | 3.25 | 5.61 | 3.44 | 7.16 | 4.67 | 8.21 | 6.88 | 835 | 7.55
Lesja 858 | 7.63 | 7.88 | 7.42 | 824 | 7.30 | 7.60 | 7.79 | 7.67 | 1.00 | 7.10 | 6.95 | 7.25 | 7.70 | 8.22
Lillehammer | 6.78 | 8.33 | 8.13 | 6.26 | 4.47 | 8.05 | 3.10 | 7.53 | 4.11 | 7.32 | 2.76 | 7.68 | 6.88 | 8.70 | 8.16
Stjgrdal 874 | 3.73 | 6.81 | 7.79 | 8.18 | 6.05 | 7.55 | 7.79 | 835 | 7.16 | 838 | 2.05 | 7.75 | 3.85 | 3.42
Time 7.00 | 9.33 | 844 | 8.11 | 847 | 830 | 8.05 | 7.22 | 8.22 | 9.11 | 881 | 889 | 1.81 | 8.80 | 9.05
Trondheim 7.84 | 5.89 | 6.75 | 7.53 | 6.47 | 7.35 | 6.05 | 7.16 | 5.94 | 7.94 | 6.33 | 4.47 | 7.63 | 3.35 | 6.84
Verdal 8.89 | 341 | 6.44 | 826 | 841 | 5.70 | 7.25 | 7.95 | 7.94 | 742 | 8.48 | 1.89 | 7.94 | 3.15 | 2.63

Table 7.3: Average perceptual distances between all pairs of 15 Norwegian dialects as perceived by 15 groups of listeners
judged on a scale from 1 (=similar to own dialect) to 10 (=not similar to own dialect). A column gives the average
judgments of different groups of listeners for the same speaker, and a row gives the average judgments for different
speakers judged by the same group of listeners.
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tions suggest themselves. First the absence of intonation yields unnatural speech.
In particular the absence of intonation makes tonemes imperceptible in Norwe-
gian which makes the fragments even more unusual. According to Gooskens and
Heeringa (2004) the consequence may be that this makes listeners insecure. This
leads to ‘safe’ judgments, resulting in values which are found closer to the middle
of the scale. Second the lower standard deviation for the monotonous distances
may have to do with the setup of the experiment. After the first session the
listeners know the extremes, i.e., the most similar and most different varieties.
This knowledge may be used when judging distances in the second session.

In Gooskens and Heeringa (2004) it is striking that the distances of the com-
parison method correlate better with the original perceptual distances than with
the monotonous perceptual distances, even though the comparison method does
not process prosodic information any way. Therefore, we decided only to use the
perceptual distances based on the results of the second session, which used the
original (non-monotonized) recordings. In this second session the recordings are
presented in a natural way. Knowledge about the extremes from the first session
is probably used, with the result that the full range of the scale is used. The
average judgments as given by the listeners in the second session are given in
Table 7.3.

There are two mean distances between each pair of dialects. For example the
distance as perceived by the listeners in Bergen with respect to the dialect of
Trondheim is different from the distance as perceived by the listeners in Trond-
heim with respect to the dialect of Bergen. Since both the cluster program and
the multidimensional scaling program expect only one value for each pair of dif-
ferent elements, the average of the two mean distances is used when classifying
the varieties on the basis of the perceptual distances. In Figure 7.5 a dendrogram
is given and in Figure 7.6 a multidimensional scaling plot.

Both the dendrogram and the multidimensional scaling plot accord rather
well with the map of Skjekkeland (see Figure 7.2). Sgrvestlandsk, Austlandsk
and Trgndsk groups can clearly be identified. However, the Midlandsk dialects,
Bg and Lesja, do not form a close cluster. Geographically they are rather dis-
tant, so they may be rather different although they should be in the same group
according to the traditional division. However, in the multidimensional scaling
plot the Midlandsk dialect of Lesja is closest to the Midlandsk dialect of Bg. The
Nordvestlandsk dialects seem to be very different in both the dendrogram and
the multidimensional scaling plot, although they are geographically rather close.
Possibly this may be explained by the fact that the map of Skjekkeland is based
(partly) on phenomena other than these found in the text ‘The North Wind and
the Sun’. In our sample the Nordlandsk area is represented by only one variety
(Bodg). This variety is grouped with the varieties of the Trgndsk area, which is
not unexpected geographically.



182 CHAPTER 7. VALIDATING NORWEGIAN DIALECT DISTANCES

Bodg (No)
Trondheim (Tr)
Verdal (Tr)
Stjardal (Tr)
Bjugn (Tr) N
Fraena (Nv)
Lesja (Mi)
Bg (Mi)
Lillehammer (Au)
Halden (Au)
Borre (Au)
Larvik (Au)
Bergen (Sv)
Time (Sv)
Hergy (Nv)

Figure 7.5: Dendrogram derived from the 15 x 15 matrix of perceptual distances
showing the clustering of (groups of) Norwegian dialects. UPGMA clustering is
used (see Section 6.1.2). On the horizontal scale distances are given in the scale
as used by the listeners. The abbreviations between parentheses are explained in
Figure 7.2. A Sgrvestlandsk, an Austlandsk and a Trgndsk group can clearly be
identified. The tree structure explains 91% of the variance.

e Bjugn (Tr)
Freena (Nv)e e Verdal (Tr)
Bodg (No)e e Stjgrdal (Tr)
Trondheim (T e
eHergy (Nv)
Lesja (Mi)e®

eTime (Sv) Halden (Au)e eBgz (Mi)

Larvik (Au)e
eBergen (Sv) Borre (Au)® eLillehammer (Au)

Figure 7.6: Multidimensional scaling of the results derived from the 15 x 15 mat-
rix of perceptual distances. Kruskal’s Non-metric MDS is used (see Section 6.2.2).
The abbreviations between parentheses are explained in Figure 7.2. The y-axis
(first dimension) corresponds with the geographic north-south axis, the x-axis
(second dimension) more or less with the west-east axis. Two dimensions explain
67% of the variance.
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7.4.2 Correlation

When examining Table 7.3, it is striking that the distances of varieties with re-
spect to themselves are mostly higher than 1 (1 was the lowest possible judgment
in the experiment). E.g., the listeners of Trondheim give an average judgment
of 3.35 when hearing the recording of a speaker of their own city. This may be
explained by the fact that there is variation among the dialect speakers in Trond-
heim. A slight deviation may reflect different idiolects, but a greater deviation
may reflect different varieties spoken in different parts in Trondheim. When the
listeners come (partly) from different parts of Trondheim than the speaker of the
recording does, their average judgment will never be equal to 1. The fact that
the listeners of a given location do not recognize every speaker of the same loca-
tion as familiar, will cause the distance of a location with respect to itself to be
greater than 1. This is different from the use of computational comparison meth-
ods where speakers are directly compared to each other without the intervention
of listeners’ judgments.

When comparing varieties of different locations, the variation within each
location may again play a role. Assume we want to find the distance between
locations A and B. In A two related varieties A; and A, are spoken. Assume
further that in the experiment the speaker of A spoke variety A;, and that the
listeners’ group of A is familiar with variety A,. In the perception experiment we
determine the distance between A, and B. However, when using a computational
comparison method the distance between speakers is found, i.e. the distance
between A; and B. Therefore, the perceptual and the computational distance
need not to be equal: the one may be higher than the other.

It may be clear that the deviation of perceptual distances between varieties
at the same location always goes in one direction compared to the correspond-
ing computational distances: they will be relatively higher. Therefore, when
correlating the matrix of perceptual distances with a matrix of computational
distances, these higher perceptual distances may cause distortion, which justifies
eliminating them. When calculating the correlation coefficient, the values on the
diagonal (from upper left to lower right) are not taken into account. However,
the distortion of perceptual distances between different locations may go into
two directions compared to the corresponding computational distances: they can
be either relatively higher or relatively lower. Therefore, we regarded these de-
viations as noise which will cause no significant distortion, when correlating the
matrix of perceptual distances with a matrix of computational distances. All dis-
tances between different locations are considered when calculating the correlation
coefficient.

For finding the correlation coefficient, we used the Pearson’s correlation coeffi-
cient (Sneath and Sokal, 1973, pp. 137-140). When having 15 varieties, a distance
matrix will have 15 rows and 15 columns. The correlation coefficient between a
matrix X and a matrix Y is calculated as:
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n

YD Xy = X)(Yy —Y)

(7.4) r(X,Y) = ——2 _
\l Zl %;(Xij - X)ﬂ Zl %;(Yz’j —Y)?

where n = 15. Correlation coefficients range from —1 (perfect inverse correlation)
to +1 (perfect correlation). There is no correlation if r = 0.

For finding the significance of a correlation coefficient we used the Mantel
test, just as in Chapters 3 and 4. The Mantel test is explained in Section 3.8.2.
As significance level we choose a = 0.05. With the Mantel test it is also possible
to determine whether one correlation coefficient is significantly higher than an-
other. In the sections below mostly averaged correlation coefficients are given.
Since our implementation of the Mantel test only compares individual correla-
tion coefficients, we were not able to determine whether two averaged correlation
coefficients are significantly different.

7.4.3 Results

When examining the correlation coefficients of all 187 methods separately, we
found that they vary from 0.33 to 0.67. All correlations were significant. But a
perfect correlation was not found. We should be aware of the fact that in the per-
ception experiment the listeners were confronted with recordings of spoken texts.
These texts include lexical, phonetic, prosodic, morphological and syntactical in-
formation. However, when applying computational comparison methods to the
transcriptions of word pronunciations, only lexical, phonetic and morphological
information is processed. In the feature-based methods the presence of tonemes
is also processed, but only in these methods. However, the exact realization of
these tonemes is never processed. They are treated as categorical differences (see
Section 3.4.1).

In the Tables 7.4, 7.5, 7.6, 7.7 and 7.8 results for the 184 transcription-based
methods are given, and in Table 7.9 results for 3 recording-based methods are
given. In the tables for the transcription-based methods results are given for
the corpus frequency method, the frequency per word method and the Leven-
shtein distance (using linear or logarithmic segment distances). In these tables
the factors mentioned in Section 7.1 are examined. When particular factors are
examined in a table, the average is taken over the factors which are not mentioned
in that table.

7.4.3.1 Transcription-based comparison methods

In Table 7.4 correlation coefficients are given for different segment representa-
tions for each set of transcription-based methods. Examining the phone-based
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methods, we find that the corpus frequency method performs as well as the fre-
quency per word method. The Levenshtein distance in turn performs better than
both the corpus frequency method and the frequency per word method. This
confirms our conviction that the Levenshtein distance is methodologically better.
The linear and the logarithmic Levenshtein distance have the same correlation.
When using phones there exist only two differences: 0 (equal) and 1 (different).
So the relative distances are not changed when transformed logarithmically.

Examining the feature-based methods, we see that the frequency per word
method performs better than the corpus frequency method, the linear Leven-
shtein distance performs better than the frequency per word method, and the
logarithmic Levenshtein distance performs better than the linear Levenshtein
distance for each of the three different feature systems. This order reflects the
different steps of improvement in this range of methods. When using features the
word-based methods are clearly better than the corpus-based methods. When
using phones this improvement was not found. As of this writing we have found
no explanation for this.

For both the feature-based Levenshtein distances and the acoustic-based Leven-
shtein distances the use of the logarithmic distances instead of linear distances
improves the correlation. It confirms our idea that the use of the logarithm
mimics perception better.

It is striking that the phone-based methods and the acoustic-based logarithmic
Levenshtein distances perform best. Even the two frequency-based methods us-
ing the phone representation perform well. Why do especially the phone-based
methods perform better than the more refined feature-based methods? Perhaps
this may be explained if, for dialect speakers, all distances between different seg-
ments are the same. This means that the distance between [i] and [1] is equal to
the distance between [i] and [p]. In fact the first distance is relatively too large (it
should be smaller than the distance between [i] and [p]) and the second relatively
too small (it should be larger than the distance between [i] and [1]). This may
result in a logarithmic effect in which small differences weigh disproportionally,
which in turn yields a higher correlation with the perceptual distances.

Although the phone-based methods perform as well (or even any better) than
the acoustic-based logarithmic Levenshtein distances, we prefer the methods last
mentioned. The results shown here are based on a small set of 15 varieties.> Hav-
ing more varieties results in a network with a higher density, in which small details
may become more important. These details are not processed in the phone-based
methods, only in the acoustic and feature-based methods. Validation on the basis
of a larger set of varieties is advisable in future work.

3Having 15 varieties the correlation is still based on 15 x 14 = 210 distances!
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Freq. | Freq. | Lev. | Lev.
corp. | word | lin. | log.

Segment representation discretely
phones 0.66 | 0.66 | 0.67 | 0.67
features H & H | 0.47 | 0.61 | 0.64 | 0.65
features V. & C | 0.45 | 0.59 | 0.61 | 0.63
features A & B | 0.45 | 0.58 | 0.62 | 0.64

Segment representation acoustically

Barkfilter 0.65 | 0.66
cochleagram 0.64 | 0.66
formant tracks 0.64 | 0.66

Table 7.4: The effect of methods and representations is shown in the average
correlation coefficients of transcription-based distance measures with respect to
perceptual distances on the basis of 15 Norwegian varieties. The four columns
present respectively the corpus frequency method (Freq. corp.), the frequency
per word method (Freq. word), the linear Levenshtein distance (Lev. lin.) and
the logarithmic Levenshtein distance (Lev. log). For each method the average
scores for different segment or word representations are given.

7.4.3.2 Representation of segments

In Section 7.4.3.1 we found that the phone-based methods and the acoustic-based
logarithmic Levenshtein distances perform best. In this section we compare the
different segment representations in more detail.

Different feature representations When comparing the different feature
representations in Table 7.4, we find that the feature system of H & H gives
better results than the other systems. This is especially striking since the V & C
and A & B systems were developed especially for measuring transcription dif-
ferences, while the basis of the H & H system, the features of Chomsky and
Halle’s The Sound Pattern of English, was developed for encoding phonological
rules. It was our expectation that the perceptually-motivated system of V & C
would give the best results. Even though, the system was originally developed
for Dutch. Later on the system was extended so that it contains all vowels and
pulmonic consonants of the IPA system (see Section 3.1.3). Although the exten-
sions were made along the lines of the original system, they are not directly based
on the perception of listeners. This may possibly explain the lower correlations
in Table 7.4.

Feature vs. phone representation Although the use of phones gives better
results than the use of features for all methods, we found the greatest difference
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for the corpus frequency method in Table 7.4. In a histogram of phones, fre-
quencies are given for the phones individually. In a histogram of features, feature
frequencies are given. The frequency per feature gives the number of sounds for
which that feature was positive. Different sounds may contribute to the frequency
of the same feature. The result is that we lose information. We illustrate this
by a hypothetical example. Assume the corpus of a dialect contains a [b] and
a [f]. The feature voice gets a frequency of 1 (due to the [b]) and the feature
continuant get a frequency of 1 (due to the [f]). Another dialect contains a [p]
and a [v]. The features voice and continuant get a frequency of 1 (only due to the
[v]). The consequence is that the different dialects get the same frequencies and
will erroneous appear to be equal when comparing the feature frequencies. This
will not happen when using phones. For the first dialect the [b] and the [f] get a
frequency of 1, and for the second dialect the [p] and the [v] get a frequency of 1.
The dialects are clearly distinguished, although differences may be exaggerated
when comparing the phone-based histograms.

Different acoustic representations The acoustic representations are only
used in combination with Levenshtein distance. For the Barkfilter we found a
higher correlation than for the two other acoustic representations when using
the linear Levenshtein distance. Using the Barkfilter representation voiceless and
voiced sounds are more sharply distinguished and the vowels and r-like sounds
are closer than when using the cochleagram representation. Comparing the Bark-
filter with the formant track representation, we get a vowel quadrilateral rather
than a triangle. Using the Barkfilter representation plosives and fricatives are
clearly distinguished, which is not the case when using the formant track repres-
entation (see Sections 4.3.1.2, 4.3.2.2 and 4.3.3.2). When using the logarithmic
Levenshtein distance, all acoustic representations have the same correlation. Us-
ing logarithmic distances, smaller distances become relatively more important
than larger differences. This makes the acoustic-based segment distances more
similar.

Acoustic vs. feature representation Since the acoustic representations are
only used in combination with Levenshtein distance, the comparison between
acoustic and feature representations can only be made on the basis of the results
of Levenshtein distance. Among the different feature representations, we found
the highest correlation for the feature system of H & H. Equally good or better
results are obtained when using acoustic representations. In the feature system of
H & H consonants are mainly distinguished by the manner of articulation. This
applies for the acoustic representations as well. However, in the systems of V & C
and A & B the place of articulation is clearly represented. Our results suggest
that the manner of articulation plays a more important role in perception. From
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Table 7.4 it appears that the use of acoustic representations gives better results
than the use of feature representations in general.

7.4.3.3 Number of length gradations

Table 7.5 presents — for each comparison method and for each segment repres-
entation — a comparison of 2 length gradations versus 4 length gradations as
processed by changing the transcription. We should be aware of the fact that for
phone-based and acoustically-based methods half-long and long are not processed
when using 2 length gradations. When using a feature representation, half-long
and long are processed by changing a feature value.

In the table in three cases we found that 2 length gradations result in a
higher correlation coefficient than 4 length gradations, and in nine cases 4 length
gradations is superior.* So we conclude that the use of 4 length gradations in
general gives better results than the use of 2 length gradations, but the differences
are seldom large.

We found no systematic distinction between the phone-based and acoustically-
based methods on the one hand, and the feature-based methods on the other
hand. For example, the phone-based corpus frequency method performs better
when using 4 gradations, but the frequency per word method performs better
when using 2 gradations. Looking at the feature-based methods, we found clear
improvements for the H & H-based and V & C-based corpus frequency meth-
ods when using four gradations. H & H themselves used two gradations while
processing half-long and long by changing a feature value.

7.4.3.4 Representation of diphthongs

Table 7.6 compares two diphthong representations for each comparison method
and for each segment representation. In the first a diphthong is processed as the
sequence of two monophthongs and in the second as one segment. It seems to
make no difference whether diphthongs are represented as two segments or as
one segment. In three cases we found that the representation as two segments
results in a higher correlation than the representation as one segment, and in
three cases the representation as one segment results in a higher correlation than
the representation as two segments.® On the basis of these outcomes a clear
conclusion cannot be drawn. This may be explained by the fact that only a small
set of diphthongs were defined for the NOS data.

Examining the feature-based corpus frequency methods, we observe that when
using the feature system of H & H, the higher correlation coefficient is obtained

4Since the phone-based logarithmic Levenshtein distance yields the same results as the linear
counterpart, we only counted results of the latter. See Section 7.4.3.1.

5Just as in Section 7.4.3.3 we only counted results of the linear Levenshtein distance when
considering the phone-based methods.
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Freq. | Freq. | Lev. | Lev.
corp. | word | lin. log.
Phones
2 lengths | 0.66 0.67 | 0.66 | 0.66
4 lengths | 0.66 0.66 | 0.67 | 0.67
Features H & H
2 lengths | 0.43 0.61 | 0.64 | 0.65
4 lengths | 0.50 0.61 | 0.64 | 0.65
Features V & C
2 lengths | 043 | 0.59 | 0.61 | 0.62
4 lengths | 0.47 | 0.60 | 0.62 | 0.63
Features A & B
2 lengths | 0.45 0.58 | 0.62 | 0.64
4 lengths | 0.44 | 0.59 | 0.62 | 0.64
Barkfilter
2 lengths 0.64 | 0.66
4 lengths 0.65 | 0.67
cochleagram
2 lengths 0.64 | 0.66
4 lengths 0.64 | 0.66
formant tracks
2 lengths 0.65 | 0.66
4 lengths 0.64 | 0.66

189

Table 7.5: The effect of segment length discrimination is shown in the average cor-
relations of transcription-based methods with perceptual distances on the basis of
15 Norwegian varieties. For each comparison method and for each segment rep-
resentation the average scores for 2 length gradations versus 4 length gradations

can be compared.
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Freq. | Freq. | Lev. | Lev.
corp. | word | lin. | log.

Phones
2 segments | 0.66 | 0.66 | 0.67 | 0.67
1 segment 0.66 | 0.66 | 0.66 | 0.66

Features H & H
2 segments | 0.47 | 0.61 | 0.64 | 0.65
1 segment 0.46 | 0.61 | 0.64 | 0.65

Features V & C
2 segments | 0.45 | 0.59 | 0.61 | 0.63
1 segment 0.46 | 0.59 | 0.61 | 0.63

Features A & B
2 segments | 0.44 | 0.58 | 0.62 | 0.64
1 segment 0.45 | 0.59 | 0.62 | 0.64

Barkfilter

2 segments 0.65 | 0.66
1 segment 0.65 | 0.66
cochleagram

2 segments 0.64 | 0.66
1 segment 0.64 | 0.66
formant tracks

2 segments 0.65 | 0.66
1 segments 0.64 | 0.66

Table 7.6: The effect of diphthong representation is shown in the average correl-
ations of transcription-based methods with perceptual distances on the basis of
15 Norwegian varieties. For each comparison method and for each segment rep-
resentation the average scores for two diphthong representations are compared.
In the first a diphthong is processed as the sequence of two monophthongs and in
the second as one segment. There is very little difference in treating diphthongs
as one versus two segments.
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when a diphthong is represented as two segments. On the other hand for the
feature systems of V & C and A & B the higher correlation coefficients are ob-
tained when a diphthong is represented as one segment. This difference between
H & H on the one hand, and V & C and A & B on the other hand, concerns the
way in which height is defined for closing diphthongs (in the NOS data there are
no centering diphthongs). In H & H the height is equal to the height of the first
segment, in the other systems the mean of the heights of the first and the second
segment is used.

7.4.3.5 Comparison of feature histograms or feature bundles

In Table 7.7 different metrics for finding distances between histograms and fea-
ture bundles are compared for the feature-based comparison methods. For the
corpus frequency method, Manhattan gives the best results when using the fea-
ture systems of H & H and V & C, and Euclidean gives the best results when
using the feature system of A & B. For all systems the use of Pearson’s correla-
tion coefficient gives the lowest correlation with the perceptual distances. This is
especially striking for the H & H system, since H & H themselves used this metric
in all their publications. Looking at the results of the word-based methods, the
Fuclidean distance unanimously appears to be the best metric.

Why does Manhattan give the better results most of the time when using
the corpus frequency method, and does Euclidean appear to be the best met-
ric when using word-based methods? When comparing the Manhattan metric
to the Euclidean metric (see the formulas given in respectively (3.1) and (3.2)
in Section 3.6.2.5), we see that feature differences are squared when using the
Euclidean metric. The result is that larger differences are weighted relatively
more heavily than smaller differences. When using the corpus frequency method,
dialect distances are measured with the metrics. Using the frequency per word
method and Levenshtein distance, respectively word distances and segment dis-
tances are calculated with these metrics. This indicates that on the highest level
(comparison of dialects) feature differences should be weighted equally, but on
the deeper levels (comparison of words or segments) larger differences should be
weighted relatively more heavily than smaller ones.

In Table 7.8 in fact the same scores are given as in Table 7.7. However, now
for each comparison method and for each histogram or feature bundle comparison
metric the average scores for the different feature-based segment representations
are given. The table shows that, regardless which comparison method and histo-
gram or feature bundle metric is used, the feature system of H & H gives mostly
better results than the other systems. The findings for all three comparison met-
rics are nearly the same. Using the corpus frequency method the feature system
of V & C performs as well or better than the feature system of A & B. For the
frequency per word method it turns out that the feature system of V & C gives
better results than the system of A & B when using Manhattan or Euclidean,
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Freq. | Freq. | Lev. | Lev.
corp. | word | lin. | log.

Features H & H
Manhattan | 0.49 | 0.61 | 0.63 | 0.65
Euclidean 0.48 0.64 | 0.66 | 0.66
‘Pearson’ 0.43 | 0.58 | 0.64 | 0.63

Features V & C
Manhattan | 0.46 0.59 | 0.61 | 0.63
Euclidean 0.47 0.61 | 0.64 | 0.65
‘Pearson’ 0.43 0.58 | 0.59 | 0.61

Features A & B
Manhattan | 0.46 0.56 | 0.61 | 0.64
Euclidean 0.45 | 0.59 | 0.65 | 0.66
‘Pearson’ 0.42 0.60 | 0.61 | 0.63

Table 7.7: The effect of feature bundle comparison metrics is shown in the aver-
age correlations of transcription-based methods with perceptual distances on the
basis of 15 Norwegian varieties. For each comparison method and for each feature-
based segment representation the average scores for different feature bundle com-
parison metrics are given.

but when using Pearson’s correlation coefficient it is the opposite. When using
the Levenshtein distances the feature system of A & B performs better than that
of V & C, regardless the choice of the histogram of feature bundle metric. We
conclude that there is no interaction between feature representation and feature
metric.

7.4.3.6 Recording-based comparison methods

In Table 7.9 the scores of the recording-based Levenshtein distances are given.
As mentioned in the Sections 7.2.3 and 7.2.4 in the set of 15 varieties there were
4 male speakers and 11 female speakers. Correlation coefficients are given for
both genders separately, and for all speakers. When using all speakers the use of
the formant track representation gives the highest correlation. This correlation
is higher than those for the transcription-based corpus frequency methods us-
ing features. However, when using Barkfilters or cochleagrams as acoustic word
representations, the correlations are lower than those for all transcription-based
methods. We explain the low correlations of the recording-based methods by two
facts. First the way in which sample sizes are normalized for speech rate is very
rough (see Section 5.2.3). This may hamper the finding of correct alignments
and corresponding distances by the Levenshtein algorithm. Second voice quality
may still play a role, although the samples are monotonized. Differences between
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Freq. | Freq. | Lev. | Lev.
corp. | word | lin. | log.

Manhattan
Features H& H | 0.49 | 0.61 | 0.63 | 0.65
Features V& C | 0.46 | 0.59 | 0.61 | 0.63
Features A & B | 046 | 0.56 | 0.61 | 0.64

Euclidean
Features H& H | 048 | 0.64 | 0.66 | 0.66
Features V & C | 047 | 0.61 | 0.64 | 0.65
Features A & B | 0.45 0.59 | 0.65 | 0.66

‘Pearson’
Features H & H | 0.43 0.58 | 0.64 | 0.63
Features V& C | 043 | 0.58 | 0.59 | 0.61
Features A & B | 0.42 0.60 | 0.61 | 0.63

Table 7.8: The interaction between feature sets and feature bundle comparison
metrics is shown in the average correlations of transcription-based methods with
perceptual distances on the basis of 15 Norwegian varieties. For each comparison
method and for each histogram or feature bundle comparison metric the average
scores for the different feature-based segment representations are given. It is
clear that Manhattan and Euclidean distance are similar, and that the Pearson
measure is inferior.

male and female voices may influence the result (Heeringa and Gooskens, 2003).
This appears to be confirmed by the fact that the correlation coefficients on the
basis of the female speakers are higher than on the basis of all speakers. The cor-
relation coefficients on the basis of the male speakers are much lower. This may
indicate that diversity in voice quality is relatively larger for male speakers than
for female speakers. The highest correlation coefficient for male speakers — just
as for male and female speakers, taken together — was obtained using formant
tracks. Apperently, this representation is less sensitive to voice quality. How-
ever, the transcription-based word-based comparison methods perform still much
better.

7.5 Choice and results

The findings of the Sections 7.3 and 7.4 enable us to select the optimal method
for finding distances between varieties. The choice of the method is made in
Section 7.5.1. In Section 7.5.2 we apply this method to Norwegian data and
show results.
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] \ Male \ Female \ All ‘

Barkfilter 0.08 0.44 0.33
cochleagram 0.12 0.55 0.41
formant tracks | 0.36 0.55 0.50

Table 7.9: Correlations of recording-based Levenshtein distances with perceptual
distances on the basis of 15 Norwegian varieties using three different acoustic word
representations. Scores are given for the male and female speakers separately, and
for all speakers.

7.5.1 Choice of method

In Section 7.3 we examined the reliability of the word-based methods. We found
that all methods are reliable when using the 58 words of ‘the North Wind and
the Sun’. In Section 7.4 we validated transcription-based and recording-based
methods with respect to the results of a perception experiment. Examining
the transcription-based methods we found that the phone-based methods and
the acoustic-based logarithmic Levenshtein distances give results that correlate
strongest with perceptual distances. Among the feature representations, the
H & H system yields the best results. Among the acoustic representations we
found the Barkfilter representation better than the other two representations,
but only when using the linear Levenshtein distance. We found that the use of
4 length gradations will in general give better results than the use of 2 length
gradations. For the diphthongs we compared the representation as two segments
with the representation as one segment but could not draw a definite conclusion.
When using features, the Manhattan metric gives the better results most of the
time when using the corpus frequency method. When using word-based meth-
ods, the use of the Euclidean metric is preferable. Examining the recording-based
methods we found that the three Levenshtein variants gave less satisfying results.

Therefore, we choose one of the transcription-based methods. From this range
of methods we have to choose from the phone-based methods and the acoustic-
based logarithmic Levenshtein distances. We found the highest average score for
the phone-based Levenshtein distances. Nevertheless, we maintained our prefer-
ence for the acoustic-based logarithmic Levenshtein distances in Section 7.4.3.1.
In a small set of 15 varieties, the rougher phone-based methods may perform well,
but for a denser sampling, minor differences may play a stronger role. Using the
acoustic-based logarithmic Levenshtein distance, these differences are taken into
account to a greater deal. Examining Table 7.4, we find that different acoustic
representations give the same average scores when using the logarithmic Leven-
shtein distance. When looking at the results of the linear Levenshtein distance,
we find the highest score when the Barkfilter is used. Since we are forced to
make a choice, we choose the Barkfilter representation. With regard to the num-
ber of length gradations, of course we prefer 4 length gradations. As mentioned
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above no obvious conclusion could be drawn about the representation of diph-
thongs. When examining the scores of the acoustic-based Levenshtein distances
in Table 7.4.3.4, we only found different results for the linear Levenshtein distance
using the formant track representation. For this method, the two-segmental rep-
resentation gave better results. Therefore, we choose the two-segmental repres-
entation of diphthongs. With that we have made our choice, namely the method
with the parameters we chose above. We do not need to choose a feature bundle
metric since we use an acoustic representation.

It may be expected that the method which we chose on the basis of different
parameters, belongs to the better ones in the set of all of the 187 methods. To
examine this, all 187 methods were sorted according to their correlation with the
perceptual distances. When examining the sorted list of methods, it appears that
our method even has the highest correlation coefficient. The Cronbach’s « for
this method is 0.86. The correlation coefficient between distances obtained with
this method and the perceptual distances is equal to 0.67. Therefore, we applied
this method to the NOS data in Section 7.5.2 and Chapter 8, and to the RND
data in Chapter 9.

7.5.2 Analysis of Norwegian

In this section first we apply the method chosen in Section 7.5.1, to our set of 15
varieties. In Table 7.10 the distances are given as percentages. The way in which
percentages are found is described in the Sections 5.1.8 and 5.1.10. Given the
high correlation between the distances obtained with this method and perceptual
distances we may expect that the classification results will be similar as those
in Section 7.4.1. Since the distance matrix is symmetric, only one half is used,
while the zero values on the diagonal from upperleft to lowerright are not used.
In Figure 7.7 a dendrogram is given. In the dendrogram, the scale distance is
given as a percentage. In Figure 7.8 a multidimensional scaling plot is shown.
Comparing the dendrogram in Figure 7.7 with the dendrogram obtained on
the basis of the perceptual distances (Figure 7.5), both show an Austlandsk
group which contains the varieties of Larvik, Halden, Lillehammer and Borre,
and a Trgndsk group which contains the varieties of Verdal, Bjugn and Stjgrdal.
Although the two dendrograms do not cluster the Midlandsk varieties as one
group, in the perceptual dendrogram they appear to be more related than in the
computational dendrogram. In the perceptual dendrogram the Midlandsk dia-
lect of Lesja is clustered with the Austlandsk varieties, although not very close.
In the computational dendrogram this dialect belongs to the Trgndsk varieties.
Geographically the variety is located about midway between the two areas. In
both the perceptual and computational dendrogram Bg is clustered with the Aus-
tlandsk varieties, but in the perceptual dendrogram the relation appears to be
stronger. The Sgrvestlandsk varieties of Bergen and Time form one (rather loose)
cluster in the perceptual dendrogram. In the computational dendrogram they do
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7 Ber 7 Bju 7 Bod 7 Bo 7 Bor 7 Free 7 Hal 7 Her 7 Lar 7 Les 7 Lil 7 Stj 7 Tim 7 Tro 7 Ver ;
Bergen 00.0 | 349 | 31.3 | 35.6 | 27.5 | 35.1 | 26.6 | 41.7 | 28.7 | 39.8 | 24.7 | 39.2 | 27.7 | 31.2 | 37.8
Bjugn 3491 00.0 | 23.2 | 32.1 | 29.4 | 26.1 | 28.4 | 32.6 | 28.1 | 25.9 | 28.5 | 20.0 | 37.0 | 23.8 | 16.9
Bodg 31.3 | 23.2 | 00.0 | 33.1 | 28.6 | 30.8 | 27.8 | 34.9 | 23.1 | 30.2 | 26.7 | 27.2 | 34.2 | 27.5 | 27.7
Bg 35.6 | 32.1 | 33.1 | 00.0 | 28,5 | 379 | 27.0 | 31.3 | 279 | 30.9 | 28.8 | 39.3 | 33.0 | 30.6 | 34.0
Borre 2751294 | 28.6 | 285 | 00.0 | 38.8 | 17.5 | 39.7 | 21.3 | 36.3 | 15.0 | 39.0 | 31.1 | 25.6 | 32.8
Fraena 35.1 | 26.1 | 30.8 | 379 | 38.8 | 00.0 | 36.1 | 31.7 | 35.2 | 29.6 | 37.2 | 28.5 | 37.9 | 33.1 | 29.5
Halden 26.6 | 284 | 27.8 | 27.0 | 17.5 | 36.1 | 00.0 | 39.5 | 144 | 33.2 | 11.8 | 376 | 31.4 | 22.1 | 30.2
Hergy 41.7 | 326 | 349 | 31.3 | 39.7 | 31.7 | 39.5 | 00.0 | 37.7 | 35.4 | 38.1 | 39.7 | 38.3 | 36.7 | 37.1
Larvik 28.7 | 281 | 23.1 | 279 | 21.3 | 352 | 144 | 37.7 | 00.0 | 32.9 | 15.2 | 35.0 | 31.6 | 23.1 | 30.1
Lesja 39.8 | 25.9 | 30.2 | 30.9 | 36.3 | 29.6 | 33.2 | 35.4 | 32.9 | 00.0 | 32.1 | 24.9 | 35.9 | 34.7 | 29.6
Lillehammer | 24.7 | 28.5 | 26.7 | 28.8 | 15.0 | 37.2 | 11.8 | 38.1 | 15.2 | 32.1 | 00.0 | 35.3 | 29.3 | 23.1 | 31.3
Stjordal 39.2 | 20.0 | 27.2 | 39.3 | 39.0 | 28.5 | 37.6 | 39.7 | 35.0 | 24.9 | 35.3 | 00.0 | 42.0 | 32.4 | 25.9
Time 27.7 1370 | 342 | 33.0 | 31.1 | 379 | 314 | 38.3 | 31.6 | 359 | 29.3 | 42.0 | 00.0 | 34.6 | 38.7
Trondheim 31.2 | 23.8 | 27.5 | 30.6 | 25.6 | 33.1 | 22.1 | 36.7 | 23.1 | 34.7 | 23.1 | 32.4 | 34.6 | 00.0 | 22.6
Verdal 378 | 169 | 27.7 | 34.0 | 32.8 | 29.5 | 30.2 | 37.1 | 30.1 | 29.6 | 31.3 | 25.9 | 38.7 | 22.6 | 00.0

Table 7.10: Average Levenshtein distances between all pairs of 15 Norwegian dialects given as percentages.
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Figure 7.7: Dendrogram derived from the 15 x 15 matrix of Levenshtein distances
showing the clustering of (groups of) Norwegian dialects. UPGMA clustering
is used (see Section 6.1.2). The scale distance is given as a percentage. The
abbreviations between parentheses are explained in Figure 7.2. An Austlandsk
and a Trendsk group can clearly be identified. The tree structure explains 68%
of the variance.
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Figure 7.8: Multidimensional scaling of the results derived from the 15 x 15
matrix of Levenshtein distances. Kruskal’s Non-metric MDS is used (see Sec-
tion 6.2.2). The abbreviations between parentheses are explained in Figure 7.2.
The y-axis (first dimension) corresponds with the geographic north-south axis,
the x-axis (second dimension) more or less with the west-east axis. Two dimen-
sions explain 83% of the variance.
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not form one cluster, but appear to be related to some extent (see Section 6.1.4).
In both dendrograms the two Nordvestlandsk varieties do not form one cluster. In
both Freena is clustered with the Trgndsk varieties. However, Hergy is clustered
with the Sgrvestlandsk varieties in the perceptual dendrogram, while in the com-
putational dendrogram it belongs to none of the groups, but appears to be dis-
tinct from all the other varieties. In both dendrograms Bodg is clustered with the
Trendsk varieties. However, in the computational dendrogram Bodg looks as if it
were closer to the Trgndsk varieties than in the perceptual dendrogram. However,
the cluster with Verdal, Bjugn and Stjgrdal is geographically not impossible. A
striking difference can be found with regard to the dialect of Trondheim, which
is clustered with the Trgndsk varieties in the perceptual dendrogram, but in the
computational dendrogram it is clustered with Austlandsk varieties. Possibly the
listeners recognized the recording of Trondheim as the dialect of Trondheim and
let influence their judgments by geography. However, the dialect of larger cities
may be in contrast with their surrounding and more related to geographically
more distant varieties. We conclude that the two dendrograms are rather similar,
due to the fact that especially the closer clusters in the one dendrogram are also
found in the other one.

Comparing the multidimensional scaling plot in Figure 7.8 with the multi-
dimensional scaling plot obtained on the basis of the perceptual distances (Fig-
ure 7.6), an Austlandsk and a Trgndsk group can be found in both. In the
computational plot the Austlandsk varieties are closer than in the perceptual
plot. However, in the perceptual plot the Trgndsk varieties are closer than in
the computational plot. In the perceptual plot the Trgndsk dialect of Trondheim
is most distant from the other Trgndsk varieties. In the computational plot the
Trondheim dialect is even more distant to the varieties of the same group. In the
perceptual plot the geographically distant Midlandsk varieties of Bg and Lesja
are not very close, but in the computational plot they are much more distant.
The Nordvestlandsk varieties of Freena and Hergy are about equally distant in the
two plots. In the perceptual plot the Sgrvestlandsk varieties of Bergen and Time
are closer than in the computational plot. In both plots the Nordlandsk variety
of Bodg is found near (perceptually) or among (computationally) the Trgndsk
varieties. In the perceptual plot there is a rather sharp division between north-
ern and southern varieties. In the computational plot the northern and southern
varieties form a continuum. This may indicate that listeners perceive differences
in a more categorical way than the Levenshtein distance suggests. This may also
explain the other differences. Since the differences between the plots are relatively
small, we conclude that the Levenshtein distances reflect the perceptual distance
a great deal.



Chapter 8

Measuring Norwegian dialect
distances

In Chapter 7 a range of computational comparison methods was validated. The
method with the highest score is a variant of the Levenshtein distance, where (i)
segment distances are found on the basis of the Barkfilter representation, (ii) four
length gradations are used, (iii) diphthongs are represented as a sequence of two
segments, and (iv) logarithmic segment distances are used (Section 7.5.1). This
method was applied to a small set of 15 Norwegian dialects (Section 7.5.2). In
this chapter we apply the same method to a larger set of 55 Norwegian varieties.
Results will be compared to the dialect map of Skjekkeland (1997).

In Section 8.1 the set of 55 varieties will be discussed. On the basis of the
Levenshtein distances we will perform cluster analysis and multidimensional scal-
ing. In Section 8.2 results of cluster analysis are presented, and in Section 8.3
the results of multidimensional scaling. The discussion of the results should be
considered as an initial impetus. Further analysis of the results may be useful
future work. In Section 8.4 we draw some conclusions.

8.1 Data source

In Section 7.2 we described a database which contains recordings of different
Norwegian varieties. The database was compiled by Jgrn Almberg and Kristian
Skarbg. For each variety a recording and a transcription is given of the fable
‘The North Wind and the Sun’. The text consists of 58 words which are given in
Appendix B Table B.1.

When the perception experiment was carried out (see Section 7.4.1), record-
ings of only 15 varieties were available. Later on this database was extended. In
this chapter results are presented which are obtained on the basis of a set of 55
varieties. Figure 8.1 shows the geographical distribution of the dialects. The set
of 55 varieties covers all nine dialect areas as found on the map of Skjekkeland

199



200 CHAPTER 8. MEASURING NORWEGIAN DIALECT DISTANCES

(1997). Figure 8.2 shows the distribution of the varieties over the dialect areas
as given by Skjekkeland. For some locations more than one recording and tran-
scription was available. Therefore, these locations are numbered in the figures in
this chapter.!

e Alstahaug
The two versions are based on different recordings of different informants,
the first from Sandnessjoen (Alstahaug 1) and the second from Tjgtta (Als-
tahaug 2). The first version is most representative for the area of Alstahaug.

e Bergen
The two versions are based on different recordings of the same informant.
The older version (Bergen 1) is no longer available on the web, but was
used in validation work (see Section 7.2). The newer version (Bergen 2) is
the better one according to the speaker.

e Bodg
The two versions are based on different recordings of the same informants.
The older version (Bodg 1) is no longer available on the web, but was used
in validation work. The newer version (Bodg 2) is the better one according
to the speaker.

e Rana
The two versions are based on different recordings by different informants,
both from Rana (Rana 1 and Rana 2). The second version is more repres-
entative for the area around Rana.

e Stavanger
The two versions are based on different recordings by different inform-
ants, the first from Hafrsfjord (Stavanger 1) and the second from Hundvag
(Stavanger 2). Both are equally representative for the surrounding of
Stavanger, but when we are forced to make a choice, we select the second
version.

e Stjordal
The three versions are based on different recordings of different informants,
the first and the second from Stjgrdal (Stjerdal 1, Stjordal 2), and the third
from Stjerdalshalsen (Stjgrdal 3). The first version is most representative.
In validation work the second version is used, which was available earlier.

'We are grateful to Jorn Almberg (personal communication) for advice at several points
below, e.g., the question as to which of two versions is the more typical for a given site.



8.2. CLASSIFICATION 201

e Time
The two versions are based on different recordings of different informants,
the first from Bryne (Time 1) and the second from Undheim (Time 2). The
first version is most representative for the area of Time. This version was
also used in validation work.

8.2 Classification

8.2.1 Cluster analysis

Using the Levenshtein variant we mentioned at the beginning of this chapter, we
calculated the distances between the 55 varieties. On the basis of these distances
we applied cluster analysis (see Section 6.1). In Figure 8.3 a dendrogram is given,
showing the classification of 55 Norwegian varieties. In the dendrogram, the scale
distance shows percentages.

Examining the nine most significant groups we find from upper to lower the
dialects of Hergy and Freena, a central group, the dialect of Bg, an eastern group,
a southeastern group, a northern group, a western group and a southwestern
group. The same groups are geographically visualized in Figure 8.4.

When regarding only the 5 most significant groups, Hergy and Freena appear
to be one cluster. Both varieties belong to the Nordvestlandsk varieties. However
they are not clustered with the other Nordvestlandsk varieties, which are found
in the western group. When considering the 9 most significant groups, each of
these two varieties appears to be a separate dialect, not clustered with any of
the other groups. This indicates that the two varieties are very marked dialects
among the other Nordvestlandsk varieties.

The central group contains the Trgndsk varieties of Sunndal and Oppdal and
the geographically rather close Midlandsk variety of Lesja. It is striking that
Sunndal and Oppdal are not clustered with the other Trgndsk varieties, which
are for the greater part found in the northern group. We expected that Lesja
would be clustered with the other Midlandsk variety of Bg. However, just as
for the set of 15 varieties, this is not the case. Geographically the two varieties
are distant. The variety of Bg appears to be a separate variety which does not
belong to any of the other varieties. It is striking that B¢ is suggested to be
closest to the eastern varieties, and not with the geographically closer varieties
of the southeastern group.

The Austlandsk varieties are divided into an eastern group and a southeastern
group. In the southeastern group the geographically adjacent Sgrlandsk varieties
are found as well. More striking is the presence of the Sgrvestlandsk variety of
Bergen and the Trgndsk variety of Trondheim in this group. We cannot explain
this. However, it is not uncommon that varieties of larger cities are dialect islands
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Figure 8.1: The geographic distribution of the 55 Norwegian varieties.
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Figure 8.2: According to Skjekkeland (1997) the Norwegian language area can
be divided in nine groups. The data points on this map correspond with those in
Figure 8.1. In the set of 55 varieties all dialect areas are represented. The same
abbreviations are used in the other figures in this chapter.
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which are related to geographically more remote dialects.? Rather unexpected is
that the varieties of Tynset and Lillehammer are in the southeastern group, and
not in the eastern group. Lillehammer is closest to Halden. Both Halden and
especially Lillehammer are nearly standard (i.e., close to bokmal), and therefore
not very typical dialect versions from their respective geographic regions. The
reading of Tynset is also quite standard, which may be the reason why it is judged
to be closer to Oslo. In the southeastern group two versions of Bergen, which are
recorded by the same informant, do not form one cluster, but are rather close.

The largest group in the dendrogram is the northern group. It contains Nord-
landsk, Helgelandsk, Troms-Finnmarks-mal and Trgndsk. The group may be di-
vided in a Trgndsk group on the one hand, and a group containing the other
varieties on the other hand. In the latter group, no systematic division between
Nordlandsk, Helgelandsk and Troms-Finnmarks-mal varieties can be found. Per-
haps the division in these three areas has become blurred over time. The two
varieties of Rana are rather close, although they do not form one cluster. The
varieties of Alstahaug are obviously more distant, indicating dialect diversity in
a small area. Stjordal 1 and 2 are rather close. Compared to these two varieties
Stjordal 3 is relatively distant, indicating again strong variation in a small area.
The two versions of Bodgy are recorded by the same person. They neatly form
one cluster.

In the western group Nordvestlandsk varieties are mainly found. The adjoin-
ing Sgrvestlandsk varieties of Vaksdal and Voss are in this group as well. More
surprisingly is that the Sgrlandsk dialect of Fyresdal is also in this group. It
would be more fitting if this dialect were clustered with other Sgrlandsk variet-
ies. We cannot explain this. In the dendrogram the Sgrlandsk varieties cannot
be found as a group. The southwestern group mainly contains Sgrvestlandsk
varieties. The geographically adjacent Sgrlandsk variety of Mandal is also in this
group. The two varieties of Time neatly cluster together, just as the two varieties
of Stavanger.

8.2.2 Area map

In the map in Figure 8.4 we treated some varieties as dialect islands, i.e. their
color was not expanded to their surrounding by triangulation. The varieties
of Hergy, Fraena and B¢ do not belong to groups, instead they are treated as
dialect islands. The varieties of Trondheim, Tynset, Lillechammer and Bergen
were clustered with the southeastern varieties. As stated above, this is unexpec-
ted since they are geographically rather distant from the other varieties in the
southeastern group and found among varieties of other groups. Therefore, we
dealt with them as language islands. Finally the classification of Fyresdal with

2Compare, e.g., the town Frisian dialect islands in the Frisian dialect area on the map of
Daan and Blok (1969).
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Figure 8.3: Dendrogram derived from the 55 x 55 matrix of Levenshtein distances
showing the clustering of (groups of) Norwegian dialects. UPGMA clustering is
used (see Section 6.1.2). The scale distance shows percentages. The abbreviations
between parentheses are explained in the caption to Figure 8.2. The nine most
significant groups are labeled and geographically visualized in Figure 8.4. The
tree structure explains 48% of the variance.
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Figure 8.4: The nine most significant groups as derived from the dendrogram in
Figure 8.3. UPGMA clustering is used (see Section 6.1.2). Varieties treated as
dialect islands are marked with a diamond. The dialects of Hergy, Bg and Fraena
are marked with a white diamond. Each of them is a separate group.
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the western group is unexpected as stated above. The variety is treated as a
language island. In this way we get a clear division into six areas. For those
locations for which more than one transcription was available, we selected only
the most reliable transcription, or the transcription which is most representative
for the surroundings of the location (see Section 8.1 for more details).

When comparing our map in Figure 8.4 with the map of Skjekkeland (1997) in
Figure 8.2 it is most striking that the Midlandsk group on the map of Skjekkeland
is not found on our map. As explained above, the fact that Lesja and Bg do not
form one group may be explained by the fact that they are geographically rather
distant. The northern part of the Austlandsk group corresponds with our East
group. Our Southeast group covers the southern part of the Austlandsk varieties
and the eastern part of the Sgrlandsk varieties. Our Southwest group corresponds
with the southern part of the Sgrvestlandsk varieties, but also the Serlandsk
variety of Mandal is in this group. Our West group includes the Nordvestlandsk
varieties. However on our map the southern border is shifted to the South.
Our central group covers the southern part of the Trgndsk group. The northern
Trondsk varieties, the Helgelandsk varieties, the Nordlandsk varieties and the
Troms-Finnmark-mal are found as a North group on our map, covering a large
geographic area.

8.3 Continuum

8.3.1 Multidimensional scaling

We also applied multidimensional scaling to the Levenshtein distances between
the 55 Norwegian varieties (see Section 6.2). When applying this classification
technique we found that one dimension explains 55% of the variance, two dimen-
sions 79%, three dimensions 89%, four dimensions 91%, five dimensions 93%, six
dimensions 94% and seven dimensions 95%. Using more than three dimensions
only a small improvement of the explained variance is obtained. Therefore, we
regard the three-dimensional solution which is shown in Figure 8.5.

The y-axis represents inversely the first dimension. At the top the central
Tregndsk varieties are found, and at the bottom the southern Sgrlandsk variet-
ies. This accords with geography. However it is striking that the northern Hel-
gelandsk, Nordlandsk and Troms-Finnmark-mal varieties and some Austlandsk
varieties are found about intermediate between the Trgndsk and Sgrlandsk vari-
eties, which does not agree with geography. This suggests that the northern
varieties are more related to the southern varieties than might be expected on
the basis of simple geographical distance. The x-axis represents the second di-
mension. For the southern varieties a division in western and eastern varieties
can be found. On the left the western Nordvestlandsk and Sgrvestlandsk varieties
are found, and on the right the eastern Austlandsk and most Sgrlandsk varieties
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are found. For the central and northern varieties we found no clear division in
West and East. The grey tones represent the third dimension. The Austlandsk
varieties of Fyresdal, Bg, Nordre Land, Stange, Trysil and Rendalen are repres-
ented by black dots (low values), the other Austlandsk varieties by darker grey
dots, most remaining varieties by lighter grey dots, and the Nordlandsk variety
of Sortland by a white dot (high value).

To get insight into the relation between the variation per dimension on the one
hand, and variation in word pronunciations on the other hand, first we calculated
distances between varieties per dimension. When two varieties have respectively
the values « and 2’ in a dimension, the distance is equal to |x — 2’|. In this way a
distance matrix of (55 x 54)/2 distances is obtained per dimension. Subsequently
Levenshtein distances are calculated on the basis of the pronunciations of a single
word. In this way we get 58 matrices for 58 words, each containing (55 x 54)/2
distances. The distances which we calculated per dimension are correlated with
the distances of each of the 58 matrices. In this way we found the strongest
correlating word per dimension.

It appears that the distances in the first dimension correlate most strongly
with distances obtained on the basis of pronunciations of the word mann ‘man’
(r =0.55). In the northern and central varieties this word is mostly pronounced
as ['man:] while it is usually pronounced as ['man:] in the southern varieties.
They differ by the last segment: [n] versus [n]. Distances in the second dimension
correlate most strongly with distances obtained on the basis of pronunciations of
the word enige or samde ‘agreed’ (r = 0.52). In the western varieties forms like
[*?emig], [2emig], and [*eeinigo] are used. In the eastern varieties mostly forms
like [*?emi], [2emi], and [*emis] are found. So in the western varieties a [g] is
pronounced, but in the eastern varieties the [g] is elided. Furthermore, only in
Hergy did we find the form [*samds]. Distances in the third dimension correlate
most strongly with distances obtained on the basis of pronunciations of the word
kven or hven ‘who’ (r = 0.44). In Rendalen and Stange the word is pronounced
as [*ok:on], in Nordre Land and Bg as [*hokon|, and in Trysil as [hek:on]. In
the other varieties forms like ['k"em:], ['k"aen] and ['vem:] are used. Lexical
differences are represented by this word. Per dimension we also examined other
strongly correlating words. However we found no system in the phenomena which
causes differences between the pronunciations.

8.3.2 Continuum map

In Section 6.2.4 we explained that on the basis of three dimensions of the three-
dimensional solution each variety can be represented by a color. The three dimen-
sions are mapped to the intensities of red, green and blue. We used this approach
to create a map in which each variety get its own unique color. We assigned the
colors to the three dimensions so that the different areas can be recognized rather
clearly. The first dimension represents inversely the intensity of green, the second
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Figure 8.5: Multidimensional scaling of the results derived from the 15 x 55
matrix of Levenshtein distances. Kruskal’s Non-metric MDS is used (see Sec-
tion 6.2.2). The abbreviations between parentheses are explained in Figure 8.2.
The y-axis represents inversely the first dimension, the x-axis represents the
second dimension and grey tones the third dimension. Three dimensions explain
89% of the variance.
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Figure 8.6: Dialect variation represented by color variation. The first MDS di-
mension is mapped inversely to green, the second is mapped to blue and the
third to red. Kruskal’s Non-metric MDS is used (see Section 6.2.2). The color of
intermediate points is determined by interpolation using Inverse Distance Weight-
ing. Dialect islands are marked with a diamond. They are not involved in the
interpolation process.
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dimension represents the intensity of blue, and the third dimension the intensity
of red.

In Figure 8.6 a color map based on three MDS dimensions is shown. In the
map the space between the points is colored on the basis of MDS values which
are found by interpolation using Inverse Distance Weighting (see Section 6.2.4).
In this way the dialect landscape is represented as a continuum. Dialect islands
are excluded from the interpolation process. The same varieties are treated as
dialect islands as in the map in Figure 8.4. Where two or more transcriptions
were available for the same location, just as in Figure 8.4 we selected only the
most reliable one or the one which is most representative for its surroundings (see
Section 8.1 for more details).

Comparing this map with the map of Skjekkeland (see Figure 8.2) we see
that the eastern blue area corresponds with the Austlandsk varieties. Examining
the blue shades in more detail, we find three areas. In and around Rendalen
we find greenish blue. A more pure blue area is represented by Trysil, Nordre
Land and Stange. Darker blue is found in and around the varieties of Oslo,
Borre, Halden and Larvik. The purple area in the furthest south corresponds
with the Sgrlandsk varieties. In the West we find an area varying from red in the
North to red-purple more south. The area corresponds with the Sgrvestlandsk
varieties. In the Northwest different colors are found, illustrating that the Nord-
vestlandsk varieties do not form a homogeneous group. The southern Trgndsk
varieties of Oppdal and Sunndal and the Midlandsk variety of Lesja represent
a central green area. This area is not found on the map of Skjekkeland (1997).
In and around most northern Trgndsk varieties we find a blue-green color. The
Helgelandsk, Nordlandsk and Troms-Finnmarks-mal varieties are represented by
different shades of purple. However the three different groups are not clearly
distinguished. The purple shades suggest a strong relation with the Sgrlandsk
varieties in the furthest south. In our map we found no Midlandsk area.

8.4 Conclusions

Examining the dendrogram in Figure 8.3, the map in Figure 8.4, the multidi-
mensional scaling plot in Figure 8.5 and the map in Figure 8.6 we found some
minor and some major differences compared to the map of Skjekkeland (1997).
We explain this by two factors. First the text ‘the North Wind and the Sun’ is
a rather short text. We are not sure of the extent to which the translations of
this text are representative pictures of the varieties. In Bolognesi and Heeringa
(2002) a word list is used where the words are randomly chosen from a corpus. In
that way the data will be more representative. The classification as given in this
section may not interpreted as the classification of Norwegian dialects, but as one
classification which only reflects the variation in the translations of the fable ‘the
North Wind and the Sun’. Second the map of Skjekkeland (1997) is based on
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a restricted number of phenomena. Possibly the map may reflect the historical
situation to some extent. To get more clarity about this, it would be interesting
if a new map were created on the basis of the arrow method, just as was done by
Daan and Blok (1969) for the Netherlandic part of the Dutch language area.

When comparing the map in Figure 8.4 with the map of Skjekkeland, we
found some similarities, but also a lot of differences. In our opinion the map in
Figure 8.5 is much more like the map of Skjekkeland. Figure 8.4 is based on
the dendrogram in Figure 8.3. This dendrogram explains 48% of the variance.
Figure 8.6 is based on the multidimensional scaling plot in Figure 8.5. This plot
explains 89% of the variance. Therefore, we judge the map in Figure 8.6 to be
more reliable than the map in Figure 8.4.



Chapter 9

Measuring Dutch dialect
distances

On the basis of a small data set of Norwegian varieties we validated a range
of different computational methods in Chapter 7. We found that the method
with the highest score is a variant of the Levenshtein distance, where (i) seg-
ment distances are found on the basis of the Barkfilter representation, (ii) four
length gradations are used, (iii) diphthongs are represented as a sequence of two
segments, (iv) and logarithmic segment distances are used (Section 7.5.1). This
method was applied to a larger set of Norwegian varieties in Chapter 8. In this
chapter we apply the same method to Dutch dialects. We use data from the Reeks
Nederlandse Dialectatlassen (RND), a series of Dutch dialect atlasses which were
edited by Blancquaert and Peé in the period 1925-1982. The goal of this chapter
is to show that the application of the Levenshtein distance to the Dutch material
of the RND gives interesting and useful results, despite the shortcomings of the
RND transcriptions.

In Section 9.1, the RND will be discussed in more detail. In Section 9.2 the
selected variant of the Levenshtein distance is applied to this data source, and
the resulting distances are discussed. On the basis of these distances, the dialects
are classified. Results of cluster analysis are presented in Section 9.3, where a
main classification is given. In Section 9.4 each of the groups that are found
in the main classification is discussed in more detail. In Section 9.5, results of
multidimensional scaling are given. Using this technique the Dutch language
area may be viewed as a continuum. The Dutch dialects are also compared to
Standard Dutch. A ranking of difference with respect to Standard Dutch is given
in Section 9.6. In Section 9.7 we draw some conclusions.
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9.1 Data source

The Reeks Nederlandse Dialectatlassen (RND) is a series of atlasses covering
the Dutch dialect area. The Dutch dialect area comprises the Netherlands, the
northern part of Belgium, a smaller northwestern part of France and the Ger-
man county Bentheim. The atlas series consist of 16 parts. Although the Dutch
language area consists of 16 provinces as well, the 16 volumes do not exactly
correspond with the 16 provinces. In 1925, the first volume appeared, compiled
by Blancquaert. The volume contains transcriptions of dialects in Klein-Brabant.
The first recordings for this volume were already made in 1921 or 1922 (Goos-
sens, 1997). After this, Blancquaert initiated a project in which recordings were
made of varieties in the whole Dutch language area. To speed up the progress,
Blancquaert engaged several collaborators. Unfortunately, Blancquaert died be-
fore all the volumes were finished. Peé was his successor and finished the project.
The last recordings were made by Entjes in 1975. These recordings are found
in part 14 (Zuid-Drenthe and Noord-Overijssel), that appeared in 1982 as a last
installment.

9.1.1 Words

In the RND, the same 141 sentences are translated and transcribed in phonetic
script for each dialect. Blancquaert mentions that the questionaire was conceived
as a range of sentences with words that illustrate particular sounds. The design
saw to it that, e.g., possible changes of old-Germanic vowels, diphthongs and
consonants are represented in the questionaire. Morphologic and syntactic phe-
nomena are also represented in the sentences (Blancquaert, 1948, p. 13). Since
digitizing the phonetic texts is time-consuming on the one hand, and since the
Levenshtein distance is a word-based method on the other hand, we selected only
125 words from the text. These words were digitized for each dialect and used
as input for the Levenshtein distance. The words represent (nearly) all vowels
(monophthongs and diphthongs) and consonants. Also the consonant combina-
tion [sx] is represented, which is pronounced as [sk]| in some dialects and as [f] in
some other dialects. The words are listed in Appendix B Table B.3.

Since the RND transcriptions consists of sentences, the same word may vary
lexically in different dialects. We digitized and processed only forms which were
semantically equal, as far as we could judge. Among different lexical nouns it
may appear that one form has a determiner, and another has not. We always
left out the determiner. In a sentence, assimilation phenomena can be found. So
these phenomena are also found in the word transcriptions which we cut from
the sentences. When two succeeding words in a sentence were not separated by
a space, we tried to find the border between the two words by comparing the
transcription with the transcriptions of other nearby varieties in which the words
were separated by a space, or by comparing with comparable transcriptions in the
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same text. If we found that the last segment of a word was shared with the first
segment of the next word, we included the segment in both words when cutting
them from the sentence. E.g. we split [osobludrimken] in [osoblud] ‘ox-blood’ and
[drigken] ’drink’.

Sometimes a few of the expected words are missing for certain varieties, e.g.
as the consequence of a free translation of some sentences. When two varieties are
compared, and for one of the 125 words a translation is missing in one variety or in
both varieties, the word is not taken into account in the calculation of the distance
(see Section 5.1.10.1). For some words, more than one pronunciation was given,
since e.g. an older and a newer form may be in circulation simultaneously. In
these cases, the mean distance over the variants of one word is used for calculating
the distance (see Section 5.1.10.2).

An extended discussion about the selection of words from the RND can be
found in Heeringa (2001). The detailed presentation and discussion of the data
is not repeated here, since we focus here on the analysis. The digitized data
is publically available at http://www.let.rug.nl/~heeringa/dialectology/
atlas/ with the kind permission of the publisher, De Sikkel.!

9.1.2 Varieties

The RND contains transcriptions of 1956 Dutch varieties. It would be very
time-consuming to digitize all transcriptions. Therefore, we made a selection of
360 dialects. When selecting the dialects the goal was to get a net of evenly
scattered dialect locations. First, we selected all locations in the RND which
have more than 5,000 and fewer than 10,000 inhabitants. In smaller locations the
dialect may be less stable due to moving or deaths, while in larger towns there
may exist more than one dialect. Where the density remained too low, smaller
locations were also used. Where an irregular pattern arose, the larger locations
were sometimes replaced by smaller ones. A denser sampling resulted in the areas
of Friesland and Groningen, and in the area in and around Bentheim.

In the map of Hof (1933, p. 14a) the Frisian area is divided into Bildts, Woud-
fries, Zuidhoeks and Stellingwerfs.? The selection was adjusted so that each of
these groups was represented. A special group of Frisian varieties that do not form
one geographical area are the ‘town Frisian’ varieties (Stad(s)fries). Just as the
dialect of het Bildt, town Frisian dialects may be regarded as an intermediate form
of Dutch and Frisian. Town Frisian varieties are spoken in Midsland, Dokkum,
Harlingen, Franeker, Leeuwarden, Bolsward, Sneek, Heerenveen, Staveren and on
the island of Ameland. In the map of Daan and Blok (1969) the town Frisian loc-
ations appear as language islands in the ‘pure’ Frisian language continuum. All
of these locations are included in our data set. The map of Daan suggested that

'Later on this publisher was taken over by De Boeck, Antwerpen.
2A clearer print of this map is found on the cover of the thesis of Breuker (1993).
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the variety of Kollum belongs to Kollumerlands. In our results it will appear that
this variety belongs rather to the town Frisian varieties. Therefore, we also regard
Kollum as a town Frisian language island. The geographical island of Ameland
is represented by Hollum and Nes. Since the collection of ‘pure’ Frisian locations
have the same density as the sample in the remaining part of our study, and the
town Frisian locations are added to them, we get a relatively higher density in
Friesland.

For the Frisian locations of Appelscha, Donkerbroek and Tjalleberd two texts
are given in the RND. Appelscha is located in the Stellingwerf area. In addi-
tion to a Low Saxon Stellingwerf variety, a Frisian variety is spoken, introduced
by Frisian laborers who moved to Appelscha at the time of peat-diggings. We
process the Frisian variety as a language island. Below, ‘Appelscha 1’ refers to
the Stellingwerf variety and ‘Appelscha 2’ to the Frisian variety. A Frisian and
a Stellingwerf variety are also spoken in Donkerbroek. In the map of Daan and
Blok (1969) it can be seen that the river Kuinder (or Tjonger) is the bound-
ary between Frisian (west) and Low Saxon (east). Since Donkerbroek is located
west of this river, we regarded the Frisian variety as part of the Frisian language
continuum and the Stellingwerf variety as a Low Saxon language island in the
Frisian language continuum. Below ‘Donkerbroek 1’ refers to the Frisian variety
and ‘Donkerbroek 2’ to the Stellingwerf variety. In Tjalleberd, most people spoke
Frisian when the RND recordings in Friesland were made. However, a minor part
of the population spoke Tjalleberds (or ‘Gietersk’), a variety introduced by peat
laborers from northwestern Overijssel (Giethoorn and surroundings). We process
the Tjalleberd variety as language island. The Frisian variety is referred to as
‘Tjalleberd 1’, and the Stellingwerf variety as ‘Tjalleberd 2’.

In Reker (1993, p. x) the province of Groningen is divided in West-Groningen,
North-Groningen, Oldambt, Westerwolde, Veenkolonién, and the city of Gronin-
gen. The northern part of the province of Drenthe, south of the province of
Groningen, is not displayed on this map. However, the varieties of this area are
strongly related to the Groningen varieties. Because of personal interest, relat-
ively more varieties are chosen in Groningen and North-Drenthe. The varieties
are chosen so that each of the different areas is represented.

In part 14 (Zuid-Drenthe and Noord-Overijssel), varieties of the German
county Bentheim are included. In a study about Dutch-German contact in and
around Bentheim, the German transcriptions on the one side, and the Dutch
transcriptions on the other side of the Dutch-German border are used (Heeringa
et al., 2000). Since the same varieties are used in the present study, a higher
density is found in and around Bentheim.

The RND includes also some varieties in the Belgium province of Luik. Just
as the varieties in Bentheim, these varieties do not belong to the Dutch language
area. The dialects are found south of the Dutch province of Limburg in the
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northeastern part of the Belgium province of Luik. We selected Aubel and Baelen
which belong to the French language area, and Eupen and Raeren which belong
to the German language area.

The geographical distribution of the 360 Dutch varieties is shown in Figure 9.1.
Since in Appelscha, Donkerbroek and Tjalleberd two varieties are spoken, the
map shows only 357 localities. We divided the Dutch language area in a north-
western, northeastern, southwestern and southeastern part. Each of these parts
are visualized in more detail in the Figures 9.10, 9.13, 9.15, 9.17, 9.19, 9.21, 9.22
and 9.24. More about the selection of varieties from the RND can be found in
Heeringa (2001).

To be able to compare the varieties with respect to Standard Dutch, we also
added a transcription of Standard Dutch. To assure consistency with the existing
RND transcriptions, the Standard Dutch transcription is based on the Tekstboekje
of Blancquaert (1939). However, we transcribed words such as komen, rozen and
open as [ko'mo], [roizo| and [opo]. In the Tekstboekje of Blancquaert these words
would end on an [n], just as suggested by the spelling. For more details see
Heeringa (2001).

9.1.3 Groups

The most recent dialect map of the Dutch language was published in 1969 and
compiled by Jo Daan (Daan and Blok, 1969). The map was already mentioned
in Section 2.2.1 where we discussed the arrow method. With the arrow method,
dialect borders are found on the basis of the perception of the dialect speakers. In
this map the Dutch language area is divided into 28 different groups. The groups
are mentioned in Table 9.1. The map in Figure 9.2 shows the classification of
our set of varieties according to the map of Daan. For 49 borderline cases we
found it unclear to which of the groups they belong. We left them out, so the
map is eventually based on 311 varieties. In this set, 26 of the 28 groups are
represented. Not represented are Daan’s groups 8 and 16. Three small groups
were represented by only one variety, namely group 2 (Egmond aan Zee), group
4 (Koog aan de Zaan) and group 12 (Geraardsbergen). In Section 9.3 we will
compare the results of the Levenshtein distance to the classification that is given
in the map of Daan.

9.1.4 Consistency

As mentioned above the RND consists of 16 different parts. The recordings were
made during a time interval of more than 50 years. Therefore, differences in
pronuncation may be in some cases the result of differences in time. The volumes
of two adjacent areas never differ by more than 30 years, so the effect of temporal
difference is mainly found when comparing varieties which are geographically
more distant. Sometimes a rather large interval per volume was found as well. We
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Figure 9.1: Distribution of the 357 localities, corresponding with 360 different
varieties. White diamonds represent language islands and grey diamonds repres-
ent localities with two dialects where one of the two dialects is a dialect island.
Circles represent small geographic islands. In the Figures 9.10 through 9.24 the
different parts of the Dutch language area of shown in more detail.
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Dialect of Zuid-Holland

Dialect of Kennemerland

Dialect of Waterland

Dialect of Zaan region

Dialect of northern Noord-Holland

Dialect of the province of Utrecht and the Alblasserwaard region
Dialect of Zeeland

Dialect of region between Holland and Brabant dialects

9  Dialect of West Flanders and Zeeuws-Vlaanderen

10 Dialect of region between West and East Flanders dialects

11 Dialect of East Flanders

12 Dialect of region between East Flanders and Brabant dialects
13 Dialect of the river region

14 Dialect of Noord-Brabant and northern Limburg

15 Dialect of Brabant

16 Dialect of region between Brabant and Limburg dialects

17 Dialect of Limburg

18 Dialect of the Veluwe region

19  Dialect of Gelderland and western Overijssel

20 Dialect of western Twente and eastern Graafschap

21 Dialect of Twente

22 Dialect of the Stellingwerf region

23 Dialect of southern Drenthe

24 Dialect of central Drenthe

25 Dialect of Kollumerland

26 Dialect of Groningen and northern Drenthe

27 Frisian language

28 Dialects of het Bildt, Frisian cities, Midsland, and Ameland Island

CO 1 O Ul i W=

Table 9.1: In the map of Daan and Blok (1969) 28 groups are distinguished. In
the map in Figure 9.2 the locations of the groups are displayed.
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Figure 9.2: Locations of the 28 groups as distinguished in the map of Daan
and Blok (1969). Provincial borders are represented by thinner lines and dialect
borders by thicker ones. The numbers are explained in Table 9.1. Diamonds rep-
resent dialect islands. The black diamonds represent Frisian cities, which belong
to group 28. The white diamond represents Appelscha, where both the dialect
of group 22 and group 27 is spoken. The grey diamond represents Vriezenveen
which contrasts strongly with its surroundings.
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found the largest interval in volume 12 (Gelderland and Zuid-Overijssel) which
was compiled during a period of 20 years. The 16 volumes of the RND were
compiled by 16 different authors (and some assistants). Some authors worked
on more than one volume, and some volumes were compiled by more than one
author.

In Table 9.2 an overview is given of volumes and authors. The recording peri-
ods are borrowed from Reker (1997). The codes refer to the map in Figure 9.3.
In this map, the areas per volume and per author are given. When we discuss
results in Section 9.3, we can check whether the border we find represent borders
between volumes or authors by consulting this map. For volume 2 (the southern
part of East Flanders) the recordings are for the greater part made by E. Blanc-
quaert, and for a lesser part by H. Vangassen in cooperation with Blancquaert.
In the map, we mention both authors since the volume does not specify which
transcriptions were made by which author. All locations in volume 5 (Zeeland
Islands) were visited by both E. Blancquaert and P. J. Meertens. Therefore, we
mention both authors again. In the map white diamonds represent dialects which
were recorded by Blancquaert while surrounding dialects were recorded by one
or more other authors. Grey diamonds in the area of volume 11 (Zuid-Holland
and Utrecht) represent dialects which were recorded by Blancquaert and L. Oyen.
Black diamonds in the area of volume 15 (Friesland) mark dialects recorded by
Blancquaert, K. Boelens and G. van der Woude. By means of these joint record-
ings Blancquaert introduced the new fieldworkers to his system, ensuring a basic
level of consistency.

Slightly different questionnaires are used in the RND. Generally speaking a
Flemish version (volumes 1 through 8) and a Dutch version (volumes 9 trough
16) were used. For volume 6 many words were replaced by French equivalents.
For volume 15 in most cases a Frisian questionnaire was used, and for a fewer
cases a Dutch questionnaire. Our list of 125 words contains only words for which
equivalents are found in all questionnaires. A questionnaire may direct dialect
speakers to a certain degree, especially on the lexical level. Therefore the use of
different transcriptions can make the RND material less consistent. On the other
hand, questionaires were adapted so that they accord better with the dialect
area for which they were used. This may result in more true transcriptions. A
directing effect will be found only in transition zones. More about differences
between questionaires is discussed in Heeringa (2001).

Although the goal was that transcribers should work using Blancquaert’s
guidelines to ensure consistency, the different transcribers use slightly different
notations (see also Goossens (1977, pp. 71-72)). Examining the transcriptions
of different varieties, it is not always clear whether differences are transcriber
differences or real pronunciation differences, which makes it hard to trace all
transcriber differences. However, we found a limited set of differences that were
obviously transcriber differences. In this section they will be discussed briefly.
For each of them, we describe how we normalized the data for them. In Heeringa
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Volume Author(s) Period Code
1 E. Blancquaert 1922-1925 bla 1

2 E. Blancquaert and H. Vangassen ~ 1927-1930 bla/van 2
3 E. Blancquaert 1933-1935 bla 3

4 H. Vangassen 1933-1935 van 4
5 E. Blancquaert and P. J. Meertens 1932-1939 bla/mee 5
6 Willem Pée 1934-1940 pee 6
7 Willem Pée 1946-1953 pee 7
8 J. C. Claessens 1937-1948 cla 8

8 W. Goffin 1937-1948 gof 8

8 A. Stevens 1937-1948 ste 8

9 A. Weijnen 1939-1949 wei 9
10 A. R. Hol 1949-1959  hol 10
10 J. Passage 1949-1959 pa 10
11 L. Oyen 1950-1962 oye 11
12 H. Entjes 1950-1970 ent 12
12 A. R. Hol 1950-1970  hol 12
13 Jo Daan 1950-1962 daa 13
14 H. Entjes 1974-1975 ent 14
15 K. Boelens 1950-1951 boe 15
15 G. van der Woude 1950-1951 wou 15
16 A. Sassen 1956-1961 sas 16

Table 9.2: List of volumes and authors of the RND together with the periods
during which the recordings were made. The codes are used in the map in Fig-
ure 9.3.
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Figure 9.3: Distribution of volumes and authors over the 360 RND varieties.
Provincial borders are represented by thinner lines and volume/author areas by
thicker ones. Black diamonds represent recordings of E. Blancquaert, white dia-
monds represent recordings of Blancquaert and L. Oyen, and grey diamonds
represent recordings of Blancquaert, K. Boelens and G. van der Woude. The
codes are explained in Table 9.2.
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(2001) some of the same consistency problems are discussed more extensively, but
the way in which they are solved may differ slightly from the way we described
in this section.

9.1.4.1 Vowel + trill

In the RND, sometimes the ee, oo and eu before r are transcribed as respectively
le1], Jor] and [g:] (see e.g., Blancquaert (1948)) and sometimes as [r], [o7] and [v']
(see e.g., the introduction of volume 13). Sometimes one author even used both
notations intermixed (see e.g. the introduction of volume 16). To standardize
different notations with the same meaning, we could replace each [e], [o] or [¢]
before [r] or [r] by respectively [1], [6] or [v]. Since an [r] may also be weakened
to a [o], the [e], [o] and [g] before [o] should also be replaced by respectively [i],
[u] or [v]. However, it is not always clear whether an [o] after an [e], [o] or [g]
is a weakened [r]. If not, the [e], [0o] and [¢] should not be changed, to avoid
that e.g., the relation between two different (dialect) pronunciations of zee ‘sea’,
namely [ze:] and [ze:d] (the latter would be changed to [z1:d]) is lost. However
it is infeasible to determine the exact meaning of the large number of schwa’s in
the large number of varieties. The other possibility is to replace each [1], [u] or
[v] before [r] or [r] by respectively [e], [o] or [¢]. However, when applying these
substitutions, problems arise since the r is deleted in some pronunciations. E.g.
the relation between [prrt], which is a dialect pronunciation of paard ‘horse’ (and
which would be changed in [pe'rt]) and [pitjo], which is a dialect pronunciation
of paardje ‘small horse’ will be is lost. To overcome all the problems mentioned,
we replaced simply each [1], [v] and [v] everywhere by respectively [e], [o] and [g],
not only when they appear before [r], [r] or [o], but in all other contexts as well.
On the one hand, in the IPA quadrilateral the substitutes are very close to the
substituted vowels. On the other hand, some contrasts are lost. However, we
prefer the loss of these contrasts to retaining contrasts that only reflect notation
differences and no real differences in pronunciation.

9.1.4.2 Nasal + nasal

In volume 12 of the RND, we found that bloemen ‘flowers’ (sentence 2) was noted
as [blomm'] by Entjes (dialect of Laren), and as [blumn] by Hol (Spankeren).
Stenen ‘stones’ (sentence 25) was noted as [stem] by Entjes (Groenlo), and as
[stenn] by Hol (Spankeren). Brengen ‘bring’ (sentence 39) is noted as [brey| by
Entjes (Laren), and as [breyn] by Hol (Spankeren). The examples show that tran-
scribers do not note the Dutch ending en as pronounced in Low Saxon dialects
in the same way. We found similar variation between and even within transcrip-
tions of Flemish dialects. Although it is conceivable that some of the different
transcriptions represent genuine pronunciation differences (and our procedures
are equipped to deal with this), we preferred again to err on the side of caution.
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In the introduction of volume 12, Entjes mentioned that he transcribed the
word kunnen ‘can’ as [kyn|, while Hol noted the same pronunciation as [kynn].
Entjes writes that he only heard one longer [n], and not two [n]’s as suggested
by Hol. To make the data as consistent as possible we have to replace either
the two-nasal notations by one-nasal notations, or the one-nasal notations by
two-nasal notations. We prefer to use the two-nasal notations which are also
suggested by Twilhaar (1990). Considering the one-nasal notations, we found
for e.g. the Dutch word spannen ‘to put’ (in the context of: put a horse to
a cart) the following transcriptions: 1) [span| (Nieuw Schoonebeek), 2) [span]
(Oldemarkt), 3) [span:] (Blankenberge), 4) [span:] (Alveringem), and 5) [span]
(Borger). Replacing the half-long, long and syllabic nasals as in the cases 2),
3), 4) and 5) can be done by an automatic procedure. Since the short nasal in
case 1) represents probable de-gemination, we would like to let this short [n] also
be replaced by a two-nasal notation especially to retain the relation with the
half-long nasal. However, this cannot be done by an automatic procedure. Only
nasals that correspond with the Dutch syllable en should be replaced. But not
each short [n] corresponds with the Dutch syllable en as in case 1), so each short
[n] in the data should be checked by hand. Therefore, we made a conversion in
the other direction. We retained the notations where only one nasal is noted.
This nasal may be noted as half long, long or syllabic. We replaced the two-nasal
notations [mn|, [nn] and [yn| by respectively [m], [n] and [y] when they are found
at the end of a word. If they are not found at the end of a word but rather are
followed by a vowel, the substitutions are only made when the second nasal is
noted as half-long, long or syllabic. If they are followed by another consonant,
the substitutions are always made since in these contexts the second nasal can
hardly be pronounced as non-syllabic. When replacing the two-nasal notation
by a one-nasal notation, diacritics of the second nasal are left out. If the second
nasal was respectively an [m], [n] or [n], the same procedure was followed.

9.1.4.3 Plosive 4 nasal

In volume 12 of the RND, we found that dopen ‘baptize’ (sentence 35) was tran-
scribed as [dg:pm| by Entjes (Groenlo) and as [dg:pn| by Hol. In volume 16
Hebben ‘have’ (sentence 106) was noted as [hebm] by A. Sassen (Bellingwolde).
In volume 12 the same word was transcribed as [hebn] by Hol (Spankeren). In
volume 12 Entjes noted bakken ‘bake’ (sentence 113) as [baky] (Wilp) while Hol
noted this word as [bakn] (Hoenderlo). In part 15 G. van der Woude noted gesla-
gen ‘hit’ (sentence 131) as [sla-gy] (Kollum). The same author noted this word
also as [slavgii] (Dokkum).

In our opinion, an [n] after [p], [b], [k] and [g] is an unnatural pronunciation.
On the other hand, an [m] after [p] or [b] and a [y] after [k] or [g] may be
pronounced easily. Therefore, we replaced [pn] by [pm], [bn] by [bm], [kn] by [kp]
and [gn] by [gy] if the combinations were found at the end of a word. If they were
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not found at the end of a word and followed by a vowel, the substitutions are
only made when the nasal is noted as half-long, long of syllabic. If the nasal was
followed by another consonant, the substitutions are always made since in these
contexts the second nasal can hardly be pronounced as non-syllabic. Existing
diacritics of either the plosive or the nasal are not changed.

9.1.4.4 Voiceless palatal plosive

In the feature table of Hoppenbrouwers and Hoppenbrouwers (2001, p. 40) the
c], [tj] and [t'] get the same definition. The [c] is only found in volume 16. We
follow Hoppenbrouwers and Hoppenbrouwers by changing all [tj]’s and [t/]’s in
[c]’s. For the [tj] the substitution is made regardless of whether the [t] or [j] or
both are noted as extra-short.

9.1.4.5 Voiceless velar fricative

In the phonetic overview in volume 16 A. Sassen explicitely mentioned the [g]

(RND notation) as a voiceless fricative. As a sample word Sassen gives the Dutch
word wasgoed ‘wash’. We processed this simply as the TPA [x].

9.2 Distances

Using the Levenshtein distance, we find the distance between two pronunciations
of the same word. The distance between two varieties is equal to the average
of a series of Levenshtein distances computed from a series of word pairs. For
360 varieties, the average Levenshtein distance is calculated for each possible
pair of varieties. The result is a 360 x 360 matrix. In Figure 9.4, the distances
are geographically visualized. Strongly related varieties are connected by darker
lines, while more distant varieties are connected by lighter ones. Where no lines
are seen, the varieties are actually connected by white lines, indicating large
distances.

In the picture, the strong relationships between the ‘pure’ Frisian varieties
(Northwest) are clearly shown. When examining the picture, we should be aware
of the fact that lighter lines, which represent the weaker relations between Frisian
and town Frisian, are covered by the darker lines. Also the Groningen dialects
(east of Frisian) form a group. Especially the most northern Groningen varieties
are as close to each other as the Frisian varieties are. South of Groningen in
Drenthe another small but close group is found. South of this group a large
group is found in Overijssel. Especially the northern varieties are close. South
of this group a sharp boundary is found, known as the boundary between Low
Saxon (northeastern dialects) and Low Franconian (western, southwestern and
southern dialects). In the rest of the map groups can also be found, although they
are less distinct. However, when looking at the map from some distance, they
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Figure 9.4: Average Levenshtein distances between 360 RND varieties. Darker

lines connect close varieties, lighter lines more remote ones.
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can be found. In the southwest, we find a French and West Flemish group. In the
center of this area a group of strongly related dialects can be found. East of this
area we find an East Flemish group, although the varieties are not so close. The
same applies for the Zeeland varieties north of the East Flemish varieties. They
are not close but emerge as a group since distances to other dialects are large,
resulting in a lighter stroke around this set of varieties. East of the East Flemish
group, we find an Antwerpen group (north) and a Brabant group (south). The
two groups are connected in the East. East of these two groups, a lot of white
area is seen, indicating the large distances that exist among the Limburg dialects.
In the Dutch part of the Limburg area a small core area is found, where varieties
are rather close. In the remaining part of the Dutch language area, it is hard
to recognize groups on the basis of this map alone. Therefore, cluster analysis
is described in Section 9.3. The result is an obvious division into groups. This
division is compared to the division as shown in Daan’s map.

Some borders suggested by the picture may not be real dialect borders. When
looking at Figure 9.3, the border between Frisian and Groningen varieties, Frisian
and Overijssel varieties and between Groningen and Overijssel varieties coincide
with transcriber borders. This may be accidental, but we will keep track of it in
the sections below.

9.3 Classification

9.3.1 Cluster analysis

On the basis of the distances between the 360 RND varieties we perform cluster
analysis (see Section 6.1). The result is a large dendrogram in which all varieties
are hierarchically ordered. In Figure 9.5 the dendrogram is displayed, showing
only the 13 most significant groups. The scale distance shows percentages. The
way in which percentages are found is described in the Sections 5.1.8 and 5.1.10.
In the map in Figure 9.6, the 13 groups in Figure 9.5 are visualized by different
colors. The colors are chosen by hand and inspired by the dialect map of Daan.
When neighboring points belong to different groups, the exact border between
the points is found on the basis of triangulation (see Section 6.1.5). To keep
the picture simple, the dots and labels are given only for a restricted set of (in
general) better-known locations. In the map, diamonds with and without labels
can also be found. A diamond represents a language island, i.e. a variety which
is only spoken in the location itself, and not in the area around the location.
We choose 13 groups since most of them correspond neatly with the groups
which we found in the map in Figure 9.4. Some groups were not found in Fig-
ure 9.4. The Frisian mixed varieties were not found since they are geographically
spread among the Frisian varieties. The Southwest Limburg group and the North-
east Luik group were not found since they consist of only a few dialects and are
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Figure 9.5: Dendrogram derived from the 360 x 360 matrix of Levenshtein dis-
tances showing the clustering of groups of Dutch dialects. UPGMA clustering is
used (see Section 6.1.2). The scale distance shows percentages. Each of the 13
most significant groups is summed in one label and geographically visualized in
Figure 9.6. The tree structure explains 70% of the variance.

considered a heterogenous area. Urk was not found as a ‘group’ since it consists
of only one dialect. However, all of these groups are more significant than some
other groups that were clearly found in Figure 9.4, e.g. the Zeeland group and
the West Flanders group. When choosing more than 13 groups, we get groups
that are not clearly recognized as groups in Figure 9.4 or groups with only a few,
or even one dialect. Therefore, the number of groups in the main division was
restricted to 13. In Section 9.4 each of the groups is discussed in more detail.

When considering the four main groups in the dendrogram in Figure 9.5,
we get respectively Frisian (Frisian and Frisian mixed varieties), Low Saxon
(Groningen and Overijssel), Low Franconian (Southwest Limburg ... Zeeland)
and Limburg varieties (Limburg and Northeast Luik). A difference between our
division and the division of Hoppenbrouwers and Hoppenbrouwers (2001, p. 58)
is that we find Frisian to be most distant from the central Dutch varieties, while
in the division of Hoppenbrouwers and Hoppenbrouwers the Frisian varieties are
more closely related to the dialects in Noord-Holland, Zuid-Holland and Brabant.
This difference confirms our leading hypothesis that regarding words as linguistic
units and considering the structure of a word is important. These two aspects
are not processed in the methodology of Hoppenbrouwers and Hoppenbrouwers.
Similar to the main division of (Hoppenbrouwers and Hoppenbrouwers, 2001,
p. 58) we find that the Limburg varieties do not belong to the Low Franconian
varieties, but form a separate group.
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9.3.2 Area map

When comparing the map in Figure 9.6 with Daan’s map in Figure 9.2, we found
similarities and differences. Our Frisian group corresponds perfectly to group
27 in the map of Daan. Our group of Frisian mixed varieties includes group 28
in Daan’s map, but also the northern part of group 22. Daan’s group 27 con-
tains town Frisian varieties (most diamonds on our map), Ameland island (the
island north of Leeuwarden) and the dialect of het Bildt (the area northwest of
Leeuwarden). Group 22 contains the Stellingwerf varieties (on our map northeast
of Steenwijk and southwest of Assen). It is striking that Daan’s group 27 and a
part of group 22 are one group on our map. Possibly the speakers of the Stelling-
werf area in Daan’s study did not consider the town Frisian language islands,
but focused mainly on the sharp contrast between the Stellingwerf continuum
and the Frisian continuum in their judgments.

In three locations in the Frisian continuum, and in one variety in the Stelling-
werf continuum, two varieties are spoken. In Tjalleberd (the higher diamond
south of Grouw), a Tjalleberd variety and a Frisian variety are spoken. The
lighter blue color in the diamond represents the Tjalleberd dialect island, and
the darker blue around the diamond the Frisian variety. In Donkerbroek (the
lighter blue diamond east of Grouw and west of Assen) both a Frisian and a
Stellingwerf variety is spoken. The lighter blue color in the diamond represents
the Stellingwerf dialect island and the darker blue color around the diamond
the Frisian variety. In Appelscha (the darker blue diamond southwest of Assen)
the same two varieties as in Donkerbroek are spoken. The darker blue color in
the diamond represents the Frisian language island, the lighter blue color around
the diamond the Stellingwerf variety. The three locations are discussed in more
detail in the sections below.

The Groningen group corresponds with the groups 25, 26 and 24 of Daan’s
map. However, the south border on our map is found more southerly, probably
as the result of transcriber differences (see Figure 9.3). The Overijssel group cor-
responds with the groups 23, 19, 20 and 21 of the map of Daan. The south border
is the border between the Low Saxon area (north) and the Low Franconian area
(south). The border does not coincide with the border between group 19 (north)
and groups 18 and 13 (south) in Daan’s map. The difference may be explained
by transcriber differences that influenced our results. In Daan’s map both the
Groningen group and the Overijssel group are divided into smaller groups. In
our results, a closer division is not found when regarding only the 13 most signi-
ficant groups. Daan and Blok (1969, p. 28) writes that when dialect differences
are small, misgivings may be justified as to whether non-linguistic criteria had
greater influence than linguistic-criteria. For example differences in social and
economic structure may influence the awareness of the speakers. Furthermore,
we suppose that borders in heterogeneous areas may represent larger differences
than in homogeneous areas. Our method does not reckon with non-linguistic
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Figure 9.6: The 13 most significant groups as given in the dendrogram in Fig-
ure 9.5. UPGMA clustering is used (see Section 6.1.2). Diamonds represent
language islands. Colors are chosen by hand and inspired by the dialect map of
Daan.
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factors on the one hand, and the degree of homogeneity on the other hand. This
may explain why groups on our map are divided into several groups in Daan’s
map.

Our group of Central Dutch varieties corresponds with the groups 18, 6, 5,
2,3, 4,1, 13 and 14 in the map of Daan. The greater part of the south border
corresponds rather well with the border in the map of Daan between the groups
1 and 14 (north) and the groups 7, 15 and 17 (south). Differences can be ex-
plained by transcriber differences. However, the northern part of the province
of Limburg (the part north of Venlo and south of Groesbeek) is a part of group
14 in Daan’s map, while it belongs to the Limburg group on our map. In the
map of Te Winkel (1901) this area is separated from both group 14 and from the
our Limburg group, while it is extended more to the north. We will discuss this
in more detail in Section 9.4.12. Just as our Groningen and Overijssel group,
the group of Central Dutch varieties is divided into a large number of groups
in Daan’s map. We mentioned some possible causes in the previous paragraph.
However, for our Limburg group we found the opposite. Group 17 in the map of
Daan divides into a southwest Limburg group, a Limburg group and a Northeast
Luik group on our map. The fact that the borders did not exist in the aware-
ness of the speakers may be explained by the fact that the Limburg area is a
very heterogeneous area (Hoppenbrouwers and Hoppenbrouwers, 2001, p. 187).
In an area with great dialect variation, it is more difficult to recognize groups
(compare the Limburg area in the map in Figure 9.4). It is striking that the
varieties of Steenbergen (the darker red diamond southwesterly of Zevenbergen)
and Helmond were found among the Limburg dialects. Their relation with the
Limburg varieties is discussed in Section 9.4.12.

Examining the remaining groups, we see that our Brabant group corresponds
with groups 15 and 12 in Daan’s map, our East Flanders group corresponds with
group 11 of the map of Daan, our West Flanders group corresponds with groups
10 and 9 in Daan’s map, and our Zeeland group corresponds with group 7 in
the map of Daan. The border between the group of central Dutch varieties and
the Brabant group is similar to the border between group 14 (north) and group
15 (south) in Daan’s map, but is also influenced by transcriber differences. A
striking difference between our map and the map of Daan is that the northeast
part of group 11 forms a part of our Brabant group, and not a part of the
East Flanders groups as may be expected on the basis of Daan’s map. This is
discussed in Section 9.4.6. Furthermore, the groups 12 and 11 form one group
on our map as well as the groups 10 and 9. When examining these differences,
we should be aware of the fact that the Belgian part of Daan’s map is not based
on the arrow method, but on information of language geographers who often
belonged to dialect-speaking groups themselves. However, we did not know the
exact criteria that were used by the language geographers, and the weightings
of the criteria. Although the groups 12 and 10 can be found as separate groups
on a deeper level (see Sections 9.4.9 and 9.4.10), their significance is not strong
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enough for them to be recognized as groups in the map of Figure 9.4 or found
among the 13 most significant groups.

Among the 13 groups, the dialect of Urk is also found as a separate group. In
Daan’s map, this dialect belongs to group 19. Possibly the dialect of Urk is most
like the dialect of group 19, so speakers judge the dialect of Urk as nearly the same
as the dialect of group 19, although strong differences may exist. In our results,
Urk is closest to the group of central Dutch varieties, but nonetheless appears as
one of the 13 most significant groups. For more details see Section 9.4.8.

9.3.3 Composite cluster map

On the basis of the dendrogram in Figure 9.5 (including the subtrees of the main
groups) we create a composite cluster map. The map is shown in Figure 9.7.
In this map the borders between the most significant groups are darker blue,
blue and green. These borders can also be found in Figure 9.4 more or less, and
distinguish the areas as shown in Figure 9.6. Less significant borders are lighter
green, greenish yellow, yellow and lighter yellow. The least significant borders are
white. The benefit of this picture compared to Figure 9.6 is that it shows both
the main groups and further classifications per group. To keep a clear picture,
dialect islands which belong to the Frisian mixed varieties, and the dialect islands
Steenbergen and Helmond are excluded. The dialect of Urk belongs to one of the
13 main groups. However, no borders are drawn around this variety since this
former island is isolated by an area in which only Standard Dutch was spoken.
Examining the 13 main groups, we find that the Frisian group appears as an
homogeneous area. Only the dialect of Hindeloopen (southwest) appears to be
rather deviant from the other varieties of this group. Frisian mixed varieties are
spoken on the Ameland island (north of the mainland), in het Bildt (northwest
on the mainland) and in the Stellingwerf area (along the southeast province
border). The Groningen group is divided in a northern and a southern part. The
border partly coincides with the province border between Groningen (north) and
Drenthe (south). The Overijssel group is divided in a western and an eastern
part. The western part appears to be very homogeneous. The eastern part is
less homogeneous. On the border between the western and the eastern part, the
dialect of Vriezenveen appears as a dialect island. This variety is discussed further
in Section 9.4.4. In the map it can be seen that the large group of Central Dutch
varieties is divided in a western and a southeastern part. The Limburg area
is divided a Limburg group, a southwest Limburg group and a southeast Luik
group. The southeast Luik group is divided in a western and a eastern group.
The division in these two groups reflects the Benratherlinie (see Section 9.4.13).
In the Brabant group we find in the furthest Southeast a small but rather deviant
group. In this group we find a west/east division. In the two western varieties
(Diest in the north and Tienen in the south) the uvular [r] is used, just as in
the varieties of the Limburg group and the Northeast Luik group. This may
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Figure 9.7: Composite cluster map on the basis of the dendrogram in Figure 9.5.
UPGMA clustering is used (see Section 6.1.2). The most significant borders
are represented by darker blue, blue and green lines, less signifant borders by
lighter green, greenish yellow, yellow and lighter yellow lines. The least significant
borders are white. Dialect islands (the diamonds in Figure 9.6) are excluded.
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distinguish them from the other Brabant varieties. In Daan’s map this group
belongs to the Limburg varieties, and not to the Brabant varieties. However in
the western variety (Velm) the alveolar [r] is used. Examining the Brabant group
further we find a rather separate group in the Northwest. This group is discussed
in Section 9.4.6. Furthermore we find a division between Anwerpen varieties
(north) and Brabant varieties (south). In the center of the East Flanders group
the dialect of Gent is found as a dialect island. Phonologically the dialect of Gent
differs strongly from the surrounding varieties. E.g. all vowels in the variety of
Gent are longer than in the varieties around this city. In the West Flanders
group the central part appears to be rather homogeneous. The varieties along
the eastern province border form a separate group which possibly may be seen
as a transition zone between East Flanders and West Flanders. In the furthest
Southwest we find the French Flanders varieties as an separate group. They are
separated from the other varieties of the West Flanders group by a transition
zone. Finally we find some borders in the Zeeland group. However these borders
are not so sharp.

In Section 9.4 the classification of each of the 13 main groups is discussed in
more detail.

9.4 Classification per subgroup

In this section each of the 13 groups as found in the dendrogram in Figure 9.5 and
displayed in the map in Figure 9.6 is discussed in more detail. In Sections 9.4.1
through 9.4.13 a dendrogram will be given per group. From a dendrogram a
closer division per group can be derived. The smaller clusters correspond with
smaller areas within the larger area. These areas are displayed in Figure 9.8.
The grey diamonds represent varieties that do not actually belong to the group
in which they are geographically found. The white dots represent locations where
two varieties are spoken. The one belongs to the local group, the other is a dialect
island that does not belong to the group. When considering this map one should
be aware that the significance of the groups is different. However, the main goal
of this map is to find the varieties in a cluster of a dendrogram more quickly in
the map. In Sections 9.4.1 through 9.4.13 different parts of the map are shown
in more detail.

9.4.1 Frisian

In the map of Daan, group 28 represents the ‘pure’ Frisian varieties. This group
is not divided further. However, a closer division is given in Hof’s map (1933,
p. 14a). This map is based on isoglosses. Furthermore, a closer division of
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Figure 9.8: Closer division of the Dutch language area on the basis clusters as
found within each of the 13 main groups. Provincial borders are represented by
thinner lines and dialect cluster borders by thicker ones. The grey diamonds
represent varieties that do not actually belong to the group in which they are
geographically found. The white dots represent locations where two varieties are
spoken. The one belongs to the group, the other is a dialect island that does not
belong to the group.
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mainland-rural Frisian is given by Van der Veen (1986, 1994). Van der Veen
obtained his division on the basis of computational processing of isoglosses. These
isoglosses are based on high-frequency words gathered from different sources (e.g.
the RND).

Our division is given in Figure 9.9. The locations of the varieties can be found
in the map in Figure 9.10. Most distinct within the Frisian group are Schiermon-
nikoog, Oosterend, West-Terschelling and Hindeloopen. The first three varieties
are found on islands, and Hindeloopen is known as an isolated place inhabited by
fishermen with an archaic dialect (Hoppenbrouwers and Hoppenbrouwers, 2001,
p- 99). Apart from these four varieties, we find a division in a northern and a
southern group. When examining the map of transcriber borders in Figure 9.3
this division perfectly reflects the division between the two transcribers who made
the recordings in the Frisian area. However, within each of these groups more
interesting results can be found.

In the ‘northern’ group the cluster Hallum . .. Holwerd belongs to the Kleifries
varieties, and the cluster Rottevalle ... Bakkeveen to the Woudfries varieties.
Looking at the ‘southern’ group, we find the variety of the small city of 1Jlst
as most distinct, and next, a cluster containing the varieties of Koudum and
Lemmer. This cluster represents the Zuidhoeks (Frisian: Studhoeksk) varieties.
Going one level deeper, we find two groups. The cluster Workum ... Appelscha
2 may be considered as belonging to Woudfries (Frisian: Waldfrysk), although
Workum and Tjalleberd 1 are unexpected members of this group. For Workum
we cannot explain this. For Tjalleberd this may have to do with the fact that
in this place not only a Frisian, but a Low Saxon variety is spoken as well. The
cluster, containing the varieties Oudeschoot ... Spannum represents a part of the
Kleifries (Frisian: Klaaifrysk) area.

When combining the ‘northern” Woudfries varieties with the ‘southern” Woud-
fries varieties, and the ‘northern’ Kleifries varieties with the ‘southern’ Kleifries
varieties, we obtain a division in three groups (apart from Hindeloopen, the island
varieties and IJlst): Woudfries, Kleifries and Zuidhoeks varieties. These groups
correspond rather well with the groups as given in Hof’s map. However, the exact
course of the border between Woudfries and Kleifries in our results is different
from the course of the same border in Hof’s map, and is nearly equal to the course
of this border as suggested in the map of Van der Veen (1994, p. 7). We have
the most confidence in the map of Van der Veen because of his well-considered
choice and weighting of the isoglosses.

9.4.2 Frisian mixed varieties

In Daan’s map group 27 includes the dialects of het Bildt, the Frisian cities,
Midsland, and Ameland Island. In addition, group 22 is a transitional zone,
consisting of the Stellingwerf varieties. In this section, the Frisian mixed varieties
encompass group 27 and the northern part of group 22. We have not found a
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Figure 9.9: Subtree of the dendrogam in Figure 9.5, representing the Frisian
group.
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Figure 9.10: The northwestern part of the Dutch language area. Province borders
are represented by thinner lines and dialect cluster borders by thicker ones. The
grey diamonds represent varieties that do not actually belong to the group in
which they are found geographically. The white dots represent locations where
two varieties are spoken. The one belongs to the local group, the other is a dialect
island which does not belong to this group.
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Figure 9.11: Subtree of the dendrogram in Figure 9.5, representing the Frisian
mixed varieties group. The group contains town Frisian varieties and the Stelling-
werf varieties. The dialect of het Bildt (represented by Sint Annaparochie) is
found among the town Frisian varieties.

detailed discussion on the division of the groups 27 and 22 in the literature yet.
In Daan’s map, group 25 is also a transitional area, known as the Westerkwartier.
This area is discussed in Section 9.4.3.

In Figure 9.11, a dendrogram is given that shows the division of the Frisian
mixed varieties. The locations of the varieties can be found on the map in Fig-
ure 9.10. The dendrogram gives a clear division between het Bildt and town
Frisian varieties on the one hand (cluster Franeker . .. Midsland), and the Stelling-
werf varieties on the other hand (cluster Donkerbroek 2 ... Tjalleberd 2).

Considering the cluster Franeker ... Midsland, and ignoring Midsland we
again find a northern and a southern group. Unfortunately, the border between
these two groups represents the transcriber border (see Figure 9.3). Nonetheless,
some conclusions can be drawn. First, the variety of Kollum clearly belongs to
the town Frisian varieties, although it is found at the border of the Low Saxon
area Kollumerlands (group 25) in Daan’s map. The same finding was also found
by Hoppenbrouwers and Hoppenbrouwers (2001, p. 96). Furthermore, the dialect
of Sint Annaparochie (representing the dialects of het Bildt) does not appear as
an outlier. Therefore, it is correct that in the map of Daan the dialect of het
Bildt is considered as a town Frisian dialect. While the town Frisian varieties
originated in making Frisian more Dutch, the dialect of het Bildt originated in
making Dutch more Frisian. Our division suggested that these developments
resulted in similar varieties.

Looking at the cluster Donkerbroek 2 ... Tjalleberd 2, we found that the Low
Saxon variety of Tjalleberd is clustered with the Stellingwerf varieties, although
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it appears as the most deviant variety within this group. On the map of Daan, the
Stellingwerf area is colored green, suggesting that this area belongs to the Low
Saxon varieties. However, in our results the Stellingwerf varieties of Donkerbroek,
Noordwolde and Appelscha are not found among the Low Saxon varieties. They
form a cluster (together with Tjalleberd) which is clustered with the cluster of the
dialects of the Frisian cities (and other related dialects). Hoppenbrouwers and
Hoppenbrouwers (2001) who obtained a similar classification, cited Sassen (1953,
p. 305) who described the Stellingwerf dialect as a Drenthe dialect which became
more like Frisian. On the other hand, we found some other Stellingwerf varieties
clustered among the Low Saxon varieties (see Sections 9.4.3 and 9.4.4). The
fact that the Stellingwerf varieties in our data set are found among both Frisian
and Low Saxon varieties may partly be explained by transcriber differences, and
meanwhile the question cannot be answered whether Stellingwerf varieties are
more related to Frisian than to Low Saxon, or the other way round.

9.4.3 Groningen

We labeled the group in this section as Groningen varieties since the greater part
is found in this province of Groningen. However, the northern part of Drenthe
also belongs to this group. The group encloses the groups 25, 26, 24 and a small
northern part of group 23 of Daan’s map. In the map of Reker (1993, p. x) the
province of Groningen is divided in West-Groningen, North-Groningen, Oldambt,
Westerwolde, Veenkolonién, and the city of Groningen. The map is based on
isoglosses. A map of Heeroma (1963) suggests that the varieties in the northern
part of Drenthe are more related to the Groningen varieties than to the varieties
in the southern part of Drenthe. In Daan’s map Groningen and northern Drenthe
are clearly one group.

The division of the Groningen and northern Drenthe varieties is given in Fig-
ure 9.12. The location of the varieties can be found on the map in Figure 9.13. At
the highest level in the dendrogram we find two groups. The cluster Marum ...
Zoutkamp represents the Westerkwartier varieties, found as group 25 (Kollumer-
lands) on the map of Daan, and as the West-Groningen group in the map of
Reker (1993). Going one level deeper, we get a division into Groningen dialects
on the one hand (cluster Niekerk ... Groningen), and dialects mainly found in the
northern part of Drenthe on the other hand (cluster Onstwedde ... Dwingelo).
According to the map of Daan, the dialect of Zoutkamp should not belong to the
Westerkwartier cluster, but to the cluster of Groningen varieties. The fact that
this variety is classified with the Westerkwartier varieties in our results may be
explained by the fact that Zoutkamp is a borderline case on the one hand, and
transcribed by the same transcriber as the other ‘real’ Westerkwartier varieties
on the other hand.

Examining the Groningen dialects, the cluster Niekerk ... Adorp represents
a northern group. This cluster corresponds with the North-Groningen group in
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Figure 9.12: Subtree of the dendrogram in Figure 9.5, representing the Gronin-
gen group. The group contains varieties in Groningen and the northern part of
Drenthe.
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Figure 9.13: The northern half of the northeastern part of the Dutch language
area. Provincial borders are represented by thinner lines and dialect cluster
borders by thicker ones. The grey diamonds represent varieties that do not
actually belong to the group in which they are found geographically.
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the map of Reker. However, the cluster also encloses the northern part of the
Oldambt area as given in the map of Reker. The cluster Finsterwolde ... Gronin-
gen represents an eastern group. The cluster corresponds with the Oldambt,
the Veenkolonién and the city of Groningen. A clear division between Oldambt
and the Veenkolonién is not reflected by this cluster. The dialect of the city of
Groningen is most distinct in this cluster.

Looking at the other cluster that contains mostly varieties in Drenthe, we
find that Dwingelo is not clustered with any of the other varieties in this group.
In the map of Daan, this dialect belongs to the Stellingwerf varieties (group
22). Unfortunately, Dwingelo was not found in the Stellingwerf group in the
dendrogram in Figure 9.11. The map in Figure 9.3 makes it clear that tran-
scriber differences caused this separation. Going one level deeper we find that
the cluster Onstwedde ... Roswinkel corresponds roughly with the Westerwolde
area in the map of Reker. The other cluster contains varieties which are only
found in Drenthe. The cluster Zuidlaren ... Eext is the group that is sugges-
ted to be strongly related to the Groningen varieties in the map of Heeroma
and which simply belongs to the Groningen group on the map of Daan. The
cluster Borger . .. Beilen corresponds with the northern part of group of southern
Drenthe varieties, found as group 23 on the map of Daan. However, the group
halts exactly at a transcriber border.

Assen is clustered with the northern Drenthe group, although it appears as
the most deviant variety in this cluster. In the map of Daan, it belongs to the
central Drenthe varieties, mentioned as group 24. However, according to Daan’s
map, Grolloo also belongs to this group. In our dendrogram, Grolloo belongs
to another cluster, namely the cluster of the southern Drenthe varieties. The
transcription of Assen as given in the RND suggests that this variety is strongly
influenced by Standard Dutch, which may explain why Assen is not too close to
any of the other Drenthe varieties. Furthermore, the position of Grolloo does
suggest that this variety fits perfectly in the southern Drenthe group rather than
that it belongs to another group, namely the central Drenthe group. We found
no explanation for this.

We may conclude that our results partly are in accordance with the map of
Reker (1993). However, the border between the North-Groningen varieties and
the Oldambt varieties is found further south in our results. In addition, we found
no clear division between the Oldambt varieties and the Veenkolonién varieties.
To explain this difference, we should check whether the isoglosses used by Reker
exist in the RND data. Furthermore, we clearly found a Westerwolde area, a
Drenthe group and a southern Drenthe group. The varieties of the central Dutch
group were either strongly influenced by Standard Dutch (Assen) or classified in
the southern Drenthe group (Grolloo).
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9.4.4 Overijssel

The Overijssel group encloses the southern part of Drenthe, Overijssel and the
northern part of Gelderland. Since most varieties are found in Overijssel, we label
the group simply the Overijssel group. The group corresponds with the southern
part of the groups 22 and 23, the northern part of group 19, and with group 20
and 21 in Daan’s map.

The dendrogram is given in Figure 9.14. The locations of the varieties are
displayed in the map in Figure 9.15. In the dendrogram the deviant position of
Vriezenveen immediately catches the eye. This agrees with Daan’s map, in which
the dialect is encircled, indicating that the dialect in this location is in strong
contrast with its surrounding. Vriezenveen is an old settlement. The settlers
came from the western coast area (Holland) (Entjes, 1970, pp. 2-15). The dialect
has Westphalian influences.

Apart from Vriezenveen, we find two main clusters. The cluster Usselo ...
Eibergen contains varieties in Bentheim and Twente while the cluster Nunspeet
... Bronkhorst contains the varieties around Bentheim and Twente.

The Bentheim/Twente cluster corresponds with group 21 in the map of Daan.
In this cluster the cluster Rijssen/Eibergen and the dialect of Wierden are found
to be rather apart from the other varieties in the cluster. The cluster Usselo
... Emlichheim represents varieties in or very close to German, where especially
the cluster Langeveen . .. Emlichheim contains varieties in and around Bentheim.
Heeringa et al. (2000) report an investigation into the Dutch-German contact in
and around Bentheim. The research was performed on the basis of the RND
transcriptions and transcriptions of new recordings made in 1999. It appeared
that the Dutch dialects shifted more towards Standard Dutch while all German
dialects shifted towards Standard German. Finally the cluster Tubbergen ...
Oldenzaal contains the core Twente varieties.

In the cluster with varieties around Bentheim and Twente, the dialect of Nun-
speet, the cluster Vaassen/Bronkhorst and the dialect of Kuinder are found to
be rather distinct. The deviant position of Nunspeet, Vaassen and Bronkhorst
may be explained by the fact that they are found in a transition zone between
the Low Saxon area and the Low Franconian area. According to Daan’s map,
the dialect of Kuinder belongs to group 22, i.e. the Stellingwerf varieties. There-
fore, Kuinder would fit better in the Stellingwerf group in the dendrogram in
Figure 9.11. The fact that this is not the case may be explained by transcriber
differences. Apart from these four special cases, we find a cluster Emmen ...
Nieuw Schoonebeek in the utmost southeast part of Drenthe, and a cluster Lo-
chem ... Kampen containing varieties west of the Bentheim/Twente group. The
southeastern Drenthe group partly covers group 23 and partly group 19 in Daan’s
map. In the group west of Bentheim/Twente the cluster Lochem ... Wijhe form
a southern cluster partly corresponding with group 20 in the map of Daan, and
the cluster Hattem ... Kampen form a northern cluster, covering the utmost
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Figure 9.14: Subtree of the dendrogram in Figure 9.5, representing the Overijssel
group. The group contains varieties in the southern part of Drenthe, Overijssel
and the northern part of Gelderland.
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Figure 9.15: The southern half of the northeastern part of the Dutch language
area. The state border and the provincial borders are represented by thinner lines
and dialect cluster borders by thicker ones. The grey diamonds represent varieties
that do not actually belong to the group in which they are found geographically.
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southern part of group 23, and the larger northern part of group 19 on the map
of Daan. In the latter cluster, it is striking that the cluster Dalfsen/Kampen is
rather apart. Characteristic for these varieties is the use of the uvular [r] which
is uncommon for Low Saxon varieties. This uvular [r] is also found in Zwolle,
Deventer and Zutphen, but these varieties are not included in our data set. More
about this phenomenon can be found in Hoppenbrouwers and Hoppenbrouwers
(2001, p. 92).

In the large cluster Hattem ... Kampen, we find a small cluster containing the
varieties of Ruinen, Hollandscheveld and Koekange. On the map of Daan, they
belong to group 23, i.e. the southern Drenthe varieties. We expected them to
be clustered with the southern Drenthe group in the dendrogram in Figure 9.12.
The fact that they are absent there and found instead among the Overijssel
varieties may be explained by transcriber differences. Furthermore, the varieties
of Oldemarkt, Steenwijk and Vollenhove belong to group 22 in the map of Daan,
i.e. the Stellingwerf varieties. Are they misclassified due to transcriber differences
as well? We are not sure since they are clearly separated from Kuinder, which
is also a Stellingwerf variety. Since Oldemarkt, Steenwijk and Vollenhove fit
perfectly among the other Overijssel varieties while Kuinder is rather apart, we
suspect that Kuinder is still a real Stellingwerf variety, while the other varieties
are much more strongly related to the Overijssel varieties.

In the dendrogram discussed in this section, we found some differences with
Daan’s map, which cannot be explained by transcriber differences. The map of
Daan is based on material from 1939 while the RND transcriptions are based on
recordings made in 1974-1975 (south Drenthe and north Overijssel) and 1950
1970 (south Overijssel). Indeed, we found no explanation other than the fact
that the situation has changed since 1939. In the dendrogram, we found a small
southeast Drenthe group. This group suggested that the southeastern border
of group 23 is shifted to the south. Furthermore, we expect that the southeast
border of group 22 was shifted more to the west, since most varieties, which should
belong to the Stellingwerf group in the map of Daan, do not appear as deviant
to the other Drenthe and Overijssel varieties, with the exception of Kuinder.

9.4.5 Southwest Limburg

The southwest Limburg area is a small part of group 17 in Daan’s map. Group
17 covers a large area, labeled as the dialect of Limburg. It is striking that our
southwest Limburg area is not found as a separate group in the map of Daan.
Nonetheless, it may be not surprising that a part of group 17 emerges as a separate
group. It is known that the situation is complex in this area, and the varieties
do not form a homogeneous group (Hoppenbrouwers and Hoppenbrouwers, 2001,
p. 187). The dendrogram for our southwest Limburg area is given in Figure 9.16.
The locations of the varieties can be found in the map in Figure 9.17.
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Figure 9.16: Subtree of the dendrogram in Figure 9.5, representing the Southwest
Limburg group.

Although the borders of the southwest Limburg area partly coincide with
transcriber borders, we think that this is not the only explanation why this
set of varieties appears as one of the 13 most significant groups. The varieties
distinguish themselves from the varieties in our larger Limburg group and smaller
Northeast Luik group through the fact that the r is pronounced as an alveolar
1], and not as an uvular [r]. The division as given by the dendrogram is not
surprising: it follows the geography.

9.4.6 Brabant

The Brabant varieties roughly match group 15 in the map of Daan. However, a
small number of varieties belongs to group 11, and the dialect of Geraardsbergen
belongs to group 12. The division is shown in Figure 9.18 while the localities can
be found in Figure 9.19.

The main division consists of the cluster Velm ... Tienen and the cluster Lot
... Geraardsbergen. All varieties in the first cluster are borderline cases. Velm
just belongs to group 17 while Tienen and Diest marginally belong to group 15.
On the original map of Daan, intermediate between group 15 and group 17 we
find group 16: the dialect of the region between Brabant and Limburg. Since
none of the varieties in our set of dialects belongs to this area, this area is not
found in the map in Figure 9.3. However, if we assume that the borders in the
map of Daan are drawn too narrowly or that the dialect area has been expanded
since 1939, the dialects of Tienen, Diest and Velm represent a part of this dialect
region.

In the second cluster we find a subcluster Lamswaarde ... Geraardsbergen
and a subcluster Lot ... Arendonk. Most varieties in the subcluster Lamswaarde
... Geraardsbergen are found in the northeast of group 11. It is striking that
these varieties are not clustered with the other varieties of group 11, which are
found in the dendrogram in Figure 9.23 (see Section 9.4.9). Obviously, this cannot
be explained by transcriber differences. Furthermore, in this cluster we find the
varieties of Geraardsbergen and Heldergem. Geraardsbergen belongs to group
12 in the map of Daan, and Heldergem is a borderline case. The dialects are
geographically isolated from the other varieties in this cluster and found further
south, Geraardsbergen so much so that is close to the Flemish/Walloon border.
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Figure 9.18: Subtree of the dendrogram in Figure 9.5, representing the Brabant
group. The group contains varieties in Antwerpen and Brabant.
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In the map of Daan, group 12 forms actually a small strip from the North to
the South. Since this part of the map is not based on the arrow method, but on
knowledge of language geographers, errors can be made because of the unexpected
course of the borders. We therefore, suspect that group 12 should be expanded
further to the north, covering the northeastern part of group 11.

In the subcluster Lot ... Arendonk we find a group containing southern vari-
eties (Lot ... Aalst) and northern varieties (Boom ... Arendonk). In the group
Lot ... Aalst, we in turn find a southern subgroup (Lot ... Boutersem) and a
northern subgroup (Mechelen ... Aalst). These two subgroups roughly cover the
province of Brabant. The group Boom ... Arendonk approximately matches the
province of Antwerpen. Although the northern border roughly matches with the
border as given in Daan’s map, it matches perfectly with the transcriber border
(see Figure 9.3).

9.4.7 Central Dutch varieties

The area of the central Dutch varieties is more or less found in the center of the
Dutch language area, intermediate between the Frisian, Groningen and Overijssel
varieties (northern) and the Zeeland, Flemish and Limburg varieties (southern).
In our results this large central area is divided into a western and an eastern
part only when examining the 28 most significant groups. The group encloses
the southern part of the groups 18 and 19 (the central part of Gelderland) in
the map of Daan, group 13 (the southern part of Gelderland) and group 14
(Noord-Brabant), group 1 (Zuid-Holland), group 6 (Utrecht) and the groups 5,
2, 3 and 4 (Noord-Holland). A division of the central Dutch varieties is given
in Figure 9.20. The locations of the varieties are found in the maps in the
Figures 9.21 (the eastern parts of Utrecht and Noord-Brabant and the southern
part of Gelderland), 9.22 (Zuid-Holland and the western parts of Utrecht and
Noord-Brabant) and 9.10 (Noord-Holland). When discussing the groups below,
we will refer to the relevant map for the main groups.

Examining the dendrogram, the position of Huizen strikes the eye. This
variety is most deviant from the other dialects. In Daan’s map the special position
of Huizen cannot be found. However, in Te Winkel’s map (1901) the dialect
of Huizen and its surroundings are suggested as a separate group, labeled as
‘Gooisch’. Te Winkel’s map is based on data obtained from questionaires. Data
was obtained for 383 regions and places. An exact account was not given for the
division (Daan and Blok, 1969, p. 18).

When going one level deeper, the cluster Aalten ... Woudenberg represents a
central Gelderland group (see Figure 9.21) while the cluster Groesbeek . .. Utrecht
contains other central Dutch varieties. In the main division in Hoppenbrouwers
and Hoppenbrouwers (2001, p. 58), the central Gelderland group is clustered
close to the Frisian and Frisian mixed varieties. In our results, this group is much
more distant from Frisian varieties, and closer to the central Dutch varieties.
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Figure 9.20: Subtree of the dendrogram in Figure 9.5, representing the Central
Dutch varieties group. The group encloses varieties in south Gelderland, Noord-
Brabant, Zuid-Holland, Utrecht and Noord-Holland.
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The group covers the southern parts of the groups 18 and 19 of Daan’s map.
Unfortunately, the northern border of this group matches exactly the transcriber
border (see Figure 9.3). The southern border, however, matches mainly with the
border found intermediate between the groups 18 and 19 in the North and the
groups 6 and 13 in the South in Daan’s map (see Figure 9.2). However, our border
runs west of Woudenberg, while in the map of Daan the border runs east of this
location. So for this variety, the influence of transcriber differences is noticeable.

When going one level deeper again, we find a cluster Groesbeek ... Fijnaart
which corresponds with southern Gelderland en Noord-Brabant, and a cluster
Katwijk aan Zee ... Utrecht corresponding with Noord-Holland, Zuid-Holland
and the greater part of Utrecht. In the cluster with the south Gelderland and
Noord-Brabant varieties, Groesbeek is rather distinct from the other varieties.
Geographically, Groesbeek is close to our Limburg group (see Figure 9.17 and
Section 9.4.12). The dialect is probably an intermediate variant between the
Gelderland varieties and the Limburg varieties. Apart from Groesbeek, we find
a cluster Amersfoort ... Meijel, containing varieties in south Gelderland and
the eastern part of Noord-Brabant (see Figure 9.21), and a cluster Oirschot ...
Fijnaart containing mainly varieties in the western part of Noord-Brabant (see
Figure 9.22). The south Gelderland/east Noord-Brabant cluster covers the east-
ern parts of the groups 6, 13 and 14 in Daan’s map. The western part of the
southern border matches with the the western part of the border between group
14 (north) and group 17 (south) in the map of Daan. The east Noord-Brabant
cluster covers the eastern parts of the groups 13 and 14. The east/west division
of the group 6, 13 and 14 in our results is clearly the result of transcriber differ-
ences. On the other hand, the east/west division of group 14 is also suggested in
the map of Te Winkel (1901).

In the cluster with the varieties in Noord-Holland, Zuid-Holland and Utrecht,
we found the dialect of Utrecht to be rather distinct (see Figure 9.22). The dialect
of Utrecht is probably a typical town variety, contrasting with the surrounding
rural dialects. Going one level deeper, we find the variaties of Katwijk aan Zee,
Koudekerk and Aalsmeer as a separate cluster (see Figure 9.22). On the one hand,
this is probably the result of transcriber differences (see Figure 9.3). On the other
hand, Katwijk aan Zee is known to be an isolated place inhabited by fishermen,
where an archaic dialect is spoken (see Hoppenbrouwers and Hoppenbrouwers,
2001, p. 152). In Hoppenbrouwers and Hoppenbrouwers (2001, p. 150) the dialect
is even clustered with the Zeeland varieties, while our dendrogram suggests a
stronger relation to the Holland and Utrecht varieties.

Going one level deeper again, the cluster Soest ... Delft contains varieties
in Zuid-Holland and Utrecht (see Figure 9.22), while the cluster Volendam ...
Opperdoes contains mainly varieties in Noord-Holland (see Figure 9.10). The
cluster that contains varieties in Zuid-Holland and Utrecht, corresponds with
the groups 1 (Zuid-Holland) and 6 (Utrecht) of the map of Daan. However,
we found no border between these two groups. Rather we found a north/south
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Figure 9.21: The northern half of the southeastern part of the Dutch language
area. The state border and provincial borders are represented by thinner lines
and dialect cluster borders by thicker ones. The grey diamonds represent varieties
that do not actually belong to the group in which they are found geographically.
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division across the both provinces. Apart from Delft and Soest, we find a cluster
Wateringen . . . Oudewater representing the northern part, and a cluster Vreeswijk
... Hardinxsveld representing the southern part. Daan and Blok (1969, p. 31)
write that it was problematic to find the right border between Zuid-Holland and
Utrecht, although they intuitively thought that there must be a border. Finally,
they found that the surname Bartels was pronounced as [bartels] in Zuid-Holland,
and as [bairtols] in Utrecht. However, the a/a-isogloss could not be found on the
basis of the data obtained from the questionaires, but was finally found on the
basis of tape recordings. We doubt whether this Zuid-Holland/Utrecht border
still reflects the language awareness of the dialect speakers, all the more since we
did not find this border either.

The cluster containing the varieties in Noord-Holland corresponds with the
groups 2, 3, 4 and 5 and a small northern part of group 1 in Daan’s map. These
different groups in the map of Daan cannot be clearly identified in our dendro-
gram. At a deeper level, we find two close clusters: Hoorn ... Heemskerk and
Schagen ... Heerhugowaard, but neither the one nor the other corresponds clearly
with one of the Noord-Holland groups in Daan’s map. Possibly the situation in
the time that the recordings were made (1950-1962) has changed compared to
the situation at the time that the data for Daan’s map was gathered (1939). On
the other hand, the dialects of Egmond aan Zee, Volendam and the island Marken
(representend by Monnickenwerf in our data set) are known to be independent
varieties (Daan, 1956).

We observe that the border between our Zuid-Holland/Utrecht group and
the Noord-Holland group exactly matches with the transcriber border (see Fig-
ure 9.3). The difference concerns Haarlem only. In our results, this dialect is
clustered with the Noord-Holland varieties. In the map of Daan, this variety
belongs to group 1 (Zuid-Holland). However, in Daan (1956) the conglomerate of
Haarlem is mentioned as a separate group among the varieties of Noord-Holland.

Summarizing, we found five main clusters: the central Gelderland cluster Aal-
ten ... Woudenberg (see Figure 9.21), the south Gelderland/east Utrecht/east
Noord-Brabant cluster Groesbeek ... Meijel (see Figure 9.21), the west Noord-
Brabant cluster Oirschot . .. Fijnaart (see Figure 9.22), the Zuid-Holland /Utrecht
cluster Katwijk aan Zee . .. Delft (see Figure 9.22), and the Noord-Holland cluster
Hoorn ... Opperdoes (see Figure 9.10). The southern part of the border between
the Zuid-Holland/Utrecht cluster and the west Noord-Brabant cluster matches
the border in the map of Daan between group 1 (north) and the groups 7 and
14 (south). The Zuid-Holland/Utrecht cluster and the central-Gelderland cluster
just miss bordering on each other. They are separated by the Amersfoort dialect.
According to Daan’s map, Amersfoort belongs to group 6 and thus was expected
to be clustered among the varieties in our Zuid-Holland/Utrecht cluster. How-
ever, it is clustered with the south Gelderland/west Utrecht/west Noord-Brabant
cluster, probably as the result of transcriber differences.
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Figure 9.23: Subtree of the dendrogram in Figure 9.5, representing the East
Flanders group.

9.4.8 Urk

It is striking that Urk belongs to none of the other groups. This can also be
seen in the map in Figure 9.4, where Urk has no strong connection with other
varieties. The explanation is found in the fact that Urk was an island in the
past, until the Noordoostpolder was impoldered in 1942. In the map of Daan,
the variety belongs to group 19. The Urk dialect has a regular vowel system
where the duration of vowels is relevant. Rounded and close vowels are used
more frequently. For the consonants we note inter alia that [sk| is pronounced
where [sx] is pronounced in Standard Dutch. More about the dialect of Urk can
be found in Daan (1990).

9.4.9 East Flanders

The group of East Flanders varieties corresponds with the groups 10 and 11 in
Daan’s map. The dendrogram is given in Figure 9.23. The locations of the
varieties is shown in the map in Figure 9.24.

In the dendrogram, the cluster with the dialects of Ronse and Nukerke cor-
responds with group 10 in Daan’s map. The group forms a region between the
West and East Flanders dialects. The cluster Kalken ... Gent corresponds with
group 11. However, in the northeast in Daan’s map the border runs more east-
erly than it does on our map. As explained in Section 9.4.6, in our results these
northeastern varieties are clustered with the varieties that belong to group 12 in
the map of Daan (see Figure 9.18). Furthermore, the dendrogram shows that the
town dialect of Gent differs rather strongly from the varieties in its surroundings.
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Figure 9.24: The southwestern part of the Dutch language area. National borders
and provincial borders are represented by thinner lines and dialect cluster borders
by thicker ones. The grey diamond represents a variety that does not actually
belong to the group in which it is found geographically.
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9.4.10 West Flanders

The varieties of West Flanders correspond with group 9 and 10 in the map of
Daan. The dendrogram is given in Figure 9.25, and the locations of the dialects
in the map in Figure 9.24.

On the highest level, we find a cluster Moerkerke ... Waregem containing
varieties along the eastern provincial border of West Flanders, and a cluster
Nieuwkerke ... Hondegem containing varieties in the remaining western part.
The southern varieties in the eastern group are in or very near group 10 of Daan’s
map. On our version of Daan’s map as given in Figure 9.2 this southern part
is visualized. On the original map of Daan, a northern part of group 12 is also
found, which is geographically not connected to the southern part. This northern
part is not given on our map, since we have no sample sites that fall within this
northern part. However, when examining the eastern group in our dendrogram,
it is striking to see that it contains varieties both in the North and in the South.
Especially the northern varieties of Moerkerke and Wingene are found west of
the West Flanders/East Flanders provincial border, while on the map of Daan
the northern part of group 10 is only found east of the provincial border. Our
results suggest that the Flemish language geographers judge the borders of group
10 too narrowly.

The group of remaining western varieties corresponds with group 9 in Daan’s
map. A closer division of this area is not given. In our dendrogram the cluster
Nieuwkerke . .. Alveringem contains varieties easterly along the French Flanders/
West Flanders border. Going one level deeper, the cluster Brugge ... Houthulst
contains the other West Flanders varieties, while the cluster Bollezeele . .. Honde-
gem contains the varieties in French Flanders. On the original map of Daan
the area of French Flanders is shaded, which suggested some contrast to West
Flanders. Our dendrogram show that the varieties on both sides of the political
border were rather strongly related when the RND recordings were made.

The cluster Nieuwkerke ... Alveringem appears as a transition zone between
the Belgian and the French varieties. At first glance the special position of Veurne
and Alveringem may be explained by transcriber differences (see Figure 9.3), but
since these varieties form one cluster with Nieuwkerke, we rather think that this
cluster represents a transition area.

9.4.11 Zeeland

The Zeeland varieties belong for the greater part to group 7 in the map of Daan.
The dendrogram is shown in Figure 9.26. The locations of the varieties can be
found in the map in Figure 9.24.

In the dendrogram, Breskens is most distinct from the other varieties. On the
map of Daan, this variety belongs to group 9, i.e. the dialect of West Flanders
and Zeeuws-Vlaanderen. However, it may be possible that the dialect of Breskens
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Figure 9.25: Subtree of the dendrogram in Figure 9.5, representing the West
Flanders group.
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was much more strongly influenced by the Zeeland varieties than other dialects
in the same region. This can be explained by the regular ferry lines between
Breskens and Vlissingen which started in 1828 and ended only in 2003 when a
tunnel connection was completed. Apart from Breskens, the varieties of Goes and
Zierikzee form the core in the dendrogram while the other varieties are clustered
with them one by one. No clear division per peninsula or island can be found in
the dendrogram.

9.4.12 Limburg

The varieties in our Limburg group are found in the western part of group 14
and in the northern and eastern part of group 17 in Daan’s map. The division of
the Limburg varieties is found in the dendrogram in Figure 9.27. The locations
of the varieties are shown in the map in Figure 9.17.

In the dendrogram we first find a cluster that excludes the varieties of Steen-
bergen and Helmond. Steenbergen is found in Noord-Brabant and close to Zee-
land (see the map in Figure 9.22). In the two dialects, the uvular [r] is mainly
used, but the varieties are geographically located among varieties in which the al-
veolar [r] is used. In the two varieties, the uvular [r] is mainly used. In the direct
surroundings of Helmond the alveolar [r] is used, but this dialect is geographically
rather close to the Limburg area, where the use of the uvular [r] is common. In
the direct surroundings of Steenbergen the alveolar [r] is used as well, but also in
geographically rather distant varieties the alveolar [r] is still used. However, the
pronunciation of the /r/ cannot be a sufficient explanation. The [r] is also used in
the varieties of Amersfoort and Ravensbergen, which are located among varieties
in which the [r] is used (see Figure 9.20). These two varieties do not deviate
so strongly from their geographic neighbours in the dendrogram. Therefore, we
cannot explain why the Steenbergen dialect is found in the Limburg group, but
conjecture that it has to do with migration.

Going one level deeper, the position of Bree is striking. This cannot explained
by transcriber differences with certainty since in that case a stronger relation with
Budel was expected (compare Figure 9.3). Apart from Bree, we find a northern
cluster Budel ... Tegelen and a southern cluster Horn ... Meerssen.

In the northern cluster, we find a western cluster with the varieties of Budel
and Overpelt, and a northeastern cluster Rijkevoort ... Tegelen. Considering
the varieties of Budel and Overpelt, we see that Budel is found at the Dutch
side of the state boundary, and Overpelt at the Belgian side. The cluster of the
two varieties forms the northwestern part of group 17 on the map of Daan. The
border between these two varieties and the south Gelderland/east Utrecht/east
Noord-Brabant cluster in the group of central Dutch varieties (see Section 9.4.7)
corresponds with both the western part of the border between group 13 and 14
in Daan’s map and the transcriber border.
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It is striking that our northeastern cluster does not belong to group 17 (the
Limburg dialects) but to group 14 (dialects of Noord-Brabant and northern
Limburg) in Daan’s map (see Figure 9.2). In the map of Daan this northeastern
cluster is not found as a separate area, it is only a part of group 14. However, in
the map of Te Winkel (1901) the eastern part of group 14 is suggested to be a sep-
arate dialect area, labeled as ‘Saksisch-Oostfrankisch’ (Saxon-East Franconian).
The southern part of this area corresponds with our northeastern group, although
the southern border of our cluster is found more south. Our more southern bor-
der coincides with a transcriber border. The western and northern border of
the northeastern cluster also coincides with a transcriber border, with the ex-
ception of Meijel which was is found in the south Gelderland/east Utrecht/east
Noord-Brabant cluster in the group of central Dutch varieties. In contrast to the
dialects in the dendrogram of the Limburg group, in the dialect of Meijel mainly
the alveolar [r] is used rather than the uvular [r]. The western border is also
found in the map of Te Winkel (1901).

The southern cluster is a part of group 17 of the map of Daan. The southern
part of the southern cluster is bounded on the west side by the state boundary
which coincides almost with the Maas river. On the west side of this boundary,
our Southwest Limburg group is found (see Section 9.4.5). However, this border is
not found on the map of Daan. On the one hand, this is a transcriber border, but
on the other hand, this boundary is also found in the map of Te Winkel (1901).
As mentioned in Section 9.4.5 the border coincides with an [r]/[r]-isogloss.

9.4.13 Northeast Luik

The northeast Luik group covers the furthest southeastern part of group 17 in
Daan’s map. The dendrogram is given in Figure 9.28. The locations of the
varieties can be found in the map in Figure 9.17. The varieties of Aubel, Baelen,
Eupen and Raeren are actually found south of group 17 and belong to the province
of Luik. Aubel and Baelen belong to the French language area, and Eupen and
Raeren belong to the German language area.

When considering group 17 in the map of Daan it may be unexpected that the
varieties in this group do not form one group with the varieties in the Limburg
group. However, it is known that the situation in Limburg is complex, and
the varieties do not form a homogeneous group (Hoppenbrouwers and Hoppen-
brouwers, 2001, p. 187). Most varieties in our Northeast Luik group are found
east of the isogloss that represents the opposition between zeggen ‘to say’ (west,
the [g] is used) and sagen (east, the [a] is used, see the map in Goossens (1977)
on p. 21 and 60). In the dendrogram, we find a western cluster ’s-Gravenvoeren
... Eupen, and an eastern cluster Raeren ... Kerkrade. The division in these two
clusters perfectly reflects the Benratherlinie. This isogloss represents the oppos-
ition between Dutch/Low German maken ‘to make’ (west, the [k] is used) and
High German machen (east, the [x] is used). The dialects west of the Benrather-
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Figure 9.27: Subtree of the dendrogram in Figure 9.5, representing the Limburg
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linie belong to the East Limburg-Ripuarisch transition zone and the dialects east
of the Benratherlinie belong to Ripuarisch, a dialect area around the German
city of Cologne (see the maps in Goossens (1977) on p. 21 and 60 again).

9.5 Continuum

9.5.1 Multidimensional scaling

In addition to cluster analysis, we also applied multidimensional scaling to the
distances between the 360 RND varieties (see Section 6.2). It appears that one
dimension explains 36% of the variance, two dimensions 52%, three dimensions
88%, four dimensions 92%, five dimensions 95%, six dimensions 96% and seven
dimensions 97%. These percentages make clear that a rather good representation
is already obtained when using three dimensions. When using more dimensions
only a rather small improvement of the variance is obtained. Therefore, we
examine the three-dimensional solution.

Examining the three dimensions, we found that the first dimension distin-
guishes between Frisian and Low Saxon varieties on the one hand (low values),
and Low Franconian varieties on the other hand (high values). The second di-
mension distinguishes between Frisian on the one hand (low values), and Low
Franconian (high values) and Low Saxon (even higher values) on the other hand.
The town Frisian varieties and the dialect of het Bildt are intermediate between
Frisian and Low Franconian, but they are closer to Low Franconian than to
Frisian in this second dimension. The Stellingwerf varieties are intermediate
between Frisian and Low Saxon, but they are closer to Low Saxon than to Frisian.
The third dimension divides the Low Franconian varieties in three groups. The
first group (low values) contains the Dutch Limburg varieties. The second group
(mean values) contains varieties in Belgian Limburg, Brabant, Antwerpen and
the greater part of the Netherlandic Low Franconian area. The third group (high
values) contains varieties in East Flanders, West Flanders and also some Zee-
land varieties. The third dimension does not divide either the Frisian or the Low
Saxon varieties, all of them belong to the second group.

We investigate which phenomena are especially responsible for each dimen-
sion. For this purpose we calculate distances between varieties per dimension.
When e.g. two varieties have respectively the values  and 2’ in a dimension, the
distance is equal to |x — 2/|. In this way, for each pair of varieties the distance
for one dimension is found. Having 360 varieties, we get (360 x 359)/2 distances.
In Section 5.1 we explained how we applied Levenshtein distance using transcrip-
tions. Using Levenshtein distance, a distance matrix can be obtained, contain-
ing Levenshtein distances between the different pronunciations of one particular
word. This matrix also contains (360 x 359)/2 distances.
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When we have calculated multidimensional scaling distances per dimension on
the one hand, and Levenshtein distances per word on the other hand, the two sorts
of distances can be correlated. The stronger the Levenshtein distances correlate
with the distances of one dimension, the more the variation of the corresponding
word contributed to the values of that dimension. For each of the 125 words we
calculated the Levenshtein distances between the 360 varieties. This results in 125
matrices. Subsequently, each of the matrices was correlated with the distances
derived from the first, second and third dimension, respectively.

It appears that the distances in the first dimension correlate strongest with
distances obtained on the basis of equivalents for waren ‘were’ (r = 0.70). The
variation of this word is shown in the map in Figure 9.29. In the north we find
forms like [var'n] or [vadn] and in the south forms like [va'ro], [wu're] or [wa'ro).
In the furthest southwest, we find forms like [warn] or [wu'rn]. So the forms in
the north and in the furthest southwest end on [n] or [n] and the forms in the
south on [o]. In some other strongly correlating words, the same phenomenon
was found. We conjecture therefore that the treatment of the weak syllable /on/
is the single most significant dialect marker in Dutch. The two types of endings
corresponds with the division in Frisian and Low Saxon varieties on the one hand
(north), and Low Franconian varieties on the other hand (south), as represented
by the first dimension. However, the stronger relation between the Low Saxon
varieties and the Low Franconian varieties in the furthest southwest was not
found in the first dimension, which is possibly the main explanation for the fact
that a perfect correlation was not found.

Distances in the second dimension correlate strongest with distances obtained
on the basis of equivalents for vader ‘father’ (r = 0.64). The variation of this word
is shown in the map in Figure 9.30. In the northwest we find the Frisian forms
like [he't] and [ha't], and the town Frisian form [vo°dor|. In the remaining part
we find forms like [vardor|, [vu-dor| and [vordor]. The two different lexical forms
clearly correspond with the division between Frisian and non-Frisian varieties as
represented by the second dimension. Other strongly correlating words represent
both lexical and phonological differences.

Distances in the third dimension correlate strongest with distances obtained
on the basis of equivalents for breder ‘broader’ (r = 0.56). The variation of this
word is shown in the map in Figure 9.31. At first glance the word seems to divide
the area in north (using [d]) and south (the [d] is substituted by the [j| or even
deleted). However, the correlation with the distances in the first dimension was
much lower (r = 0.27). Another phenomenon that catches the eye is that in most
varieties the alveolar [r] is used in forms like [bre-dor|, [bre-jor| or [bri:°]r], while
the uvular [r] was used in the Limburg varieties (southeast) in forms as [bre-'or].
From Figure 4.7 we may conclude that the difference between [r] and [r] weight
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Figure 9.29: Variation of the equivalents for waren ‘waren’. The transcriptions
correspond with the labels in Figures 9.32 and 9.33. Extra-short sounds are noted
in superscript. Distances among 360 Dutch varieties as found on the basis of the
first dimension of a three-dimensional MDS solution correlate most strongly with
distances obtained on the basis of pronunciations of this word (r = 0.70).
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Figure 9.30: Variation of the equivalents for vader ‘father’. The transcriptions
correspond with the labels in Figures 9.32 and 9.33. Extra-short sounds are noted
in superscript. Distances among 360 Dutch varieties as found on the basis of the
second dimension of a three-dimensional MDS solution correlate most strongly
with distances obtained on the basis of pronunciations of this word (r = 0.64).
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Figure 9.31: Variation of the equivalents for breder ‘broader’. The transcriptions
correspond with the labels in Figures 9.32 and 9.33. Extra-short sounds are noted
in superscript. Distances among 360 Dutch varieties as found on the basis of the
third dimension of a three-dimensional MDS solution correlate most strongly with
distances obtained on the basis of pronunciations of this word (r = 0.56).
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more heavily than the difference between [d] and [j]. The [r]/[r] distinction divides
only the southern part of the Dutch language area into two parts: an eastern and
a western part. This accords with the third dimension that represents an east-
west dimension as well. However, the third dimension distinguishes between
an east, central and west group, while the [r]/[r] difference distinguishes only
between an east and west area. This difference can be explained by the fact
that the third dimension is based not only on the [r]/[r] difference, but rather on
the aggregate of several phenomena. Nonetheless, the [r]/[r] difference is one of
the most important phenomena as appears from the strong correlation. In other
strongly correlating words the same phenomenon was found as well.

9.5.2 Continuum map

As described in Section 6.2.4 on the basis of the three dimensions of the three-
dimensional multidimensional scaling solution, each variety can be represented
by a color. The three dimensions determine the intensities of red, green and blue.
We used this approach to create a map in which each variety gets its own unique
color. We assign the colors to the three dimensions so that the color scheme of our
map approaches the color scheme in Daan’s map maximally. The first dimension
represents the intensity of red, the second dimension inversely the intensity of
blue, and the third dimension inversely the intensity of green.

In Figure 9.32 a color map based on three MDS dimensions is shown. On
this map dialect points are blown up to small areas until they border each other
(see Section 6.2.4). However, dialect islands are not blown up, but represented
by diamonds, just as in the map in Figure 9.6. For an explanation about the
dialect islands see Section 9.3. To keep a clear picture, the same restricted set of
labels of (in general) better-known locations is printed in the map as in the map
in Figure 9.6.

On the map, the Frisian area (northwest) is represented by bright blue, the
Low Saxon area (northeast) is green. The Netherlandic Low Franconian area
is colored by different grey shades. Note that the town Frisian varieties (most
diamonds and the island Ameland north of Leeuwarden) have a color intermediate
between grey and blue. The same color is found for het Bildt (northwest of
Leeuwarden). The Frisian mixed varieties of Tjalleberd (the higher diamond
south of Grouw) and Donkerbroek (the diamond intermediate between Grouw
and Assen) are more greenish. The ‘pure’ Frisian variety of Appelscha (west of
Assen) is colored blue, just as are the other ‘pure’ Frisian varieties. Turning now
to the southern part of the Low Franconian area, the West Flanders varieties
(in the furthest southwest) are colored darker red, the East Flanders varieties
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Figure 9.32: Dialect variation represented by color. The first MDS dimension
is mapped to red, the second inversely to blue and the third inversely to green.
Kruskal’s Non-metric MDS is used (see Section 6.2.2). Each of the dialect points
is blown up to a small area, except the dialect islands that are marked with
diamonds.
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Figure 9.33: Dialect variation represented by color. The first MDS dimension
is mapped to red, the second inversely to blue and the third inversely to green.
Kruskal’s Non-metric MDS is used (see Section 6.2.2). The color of intermediate
points is determined by interpolation using Inverse Distance Weighting. Dialect
islands are marked with a diamond. They are not involved in the interpolation

process.
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(around Gent) bright red. The Antwerpen area (around and south of Kalmthout)
is greyish red, the Belgian Brabant area lighter red. The varieties in the southern
part of Limburg are colored lighter green. In the map the colors of the diamonds
of Steenbergen (west of Zevenbergen) and Helmond are a little bit more like
the colors of the Limburg varieties. However, they do not contrast as strongly
with their surroundings as might be expected on the basis of the findings in
Section 9.4.12. Although results of cluster analysis and multidimensional scaling
are in accordance with each other in general, this example shows that minor
differences can be found. Therefore, it is useful to show results obtained with
both techniques. Broadly speaking our color map is similar to the map of Daan.

In Figure 9.33 a map is given that is related to the map in Figure 9.32.
However, in this map the space between the points is colored on the basis of
MDS values which are found by interpolation using Inverse Distance Weighting
(see Section 6.2.4 again). This map consequently does justice to the idea that the
dialect landscape may be regarded as a continuum. Dialect islands are of course
not involved in the interpolation process.

9.6 Relation to Standard Dutch

In the same way as distances are calculated between dialects, distances between
dialects and a standard language can be calculated. For the RND material we
calculated distances with respect to Standard Dutch. The results are shown in
Figure 9.34. In the map the dialects are colored according to the rainbow. The
most similar dialects are red, followed by orange, yellow, green and lighter blue.
The dark blue dialects are most distant.

Exactly in accordance with the general opinion, Haarlem is closest to Standard
Dutch. The dialect has a distance of 14.7%. The way in which percentages are
found is explained in the Sections 5.1.8 and 5.1.10. Haarlem was followed by
Brielle (16.8%, south of Delft), Hoorn (16.9%, east of Heerhugowaard), Warmond
(17.0%, south of Haarlem), Heemskerk (17.2%, north of Haarlem) and Vianen
(17.5%).

Most distant was the dialect on the island Schiermonnikoog, north of the
border between Friesland and Groningen. The variety has a distance of 44.9%.
Although the Schiermonnikoog variety is Frisian, we found in Section 9.4.1 that
it has a distinct position among the other Frisian varieties. However, Schiermon-
nikoog is followed by the other (‘pure’) Frisian varieties. The ‘pure’ Frisian vari-
ety most like Standard Dutch was West-Terschelling (40.9%, west of Oosterend).
This may be explained by the fact that the island Terschelling belonged to the
province of Noord-Holland until 1942. The high percentages for the Frisian vari-
eties may justify the fact that Frisian is recognized as a second official language
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in the Netherlands. The dialects of het Bildt, the Frisian cities, Midsland, and
Ameland Island are clearly less distant from Standard Dutch. Most distant was
Franeker (33.0%, west of Leeuwarden), most similar was Hollum (29.5%, on the
island Ameland north of Leeuwarden).

Besides Frisian, four Limburg dialects were also very distant to Standard
Dutch: Vaals (43.2%, south of Kerkrade), Kerkrade (42.2%), Raeren (41.8%,
south of Vaals) and Aubel (41.6%). Also in the West-Flemish dialect area we
found distant dialects: Alveringem (42.3%, south of Veurne), Warhem (41.0%,
southwest of Veurne), Reninge (40.9%, southeast of Alveringem) and Veurne
(40.7%). 1In the province of Overijssel, we found the dialects of Vriezenveen
(41.8%), Rijssen (40.8%) and Wierden (40.4%, the three dialects are found south-
west of Itterbeck) to be rather distant. The special position of Vriezenveen was
already found in Section 9.4.4. Although the Groningen dialects belong to the
more distant dialects (indicated by lighter blue), they are not as distinct as for
example the Frisian varieties and the four Limburg varieties that we mentioned
above. Most distant were Finsterwolde (41.0%, east of the city of Groningen)
and Onstwedde (40.4%, east of Assen).

In Hoppenbrouwers and Hoppenbrouwers (2001) the authors also discuss a
ranking with respect to Standard Dutch (pp. 124-131). Distances are obtained
by means of the feature frequency method (see Section 2.3.2). The scores in the
rank order list are divided into 23 intervals. Frisian is found in interval 5 and
6, which suggest that Frisian is rather close to Standard Dutch. Town Frisian
varieties are not obviously closer to Standard Dutch than ‘pure’ Frisian varieties,
both are found in interval 5 and 6. This is clearly different from our results,
where the ‘pure’ Frisian varieties form a group of the most distant varieties,
while the town Frisian varieties are obviously more related to Standard Dutch
(see Figure 9.34: darker blue versus green). In the results of Hoppenbrouwers
and Hoppenbrouwers the Groningen dialects are found in the intervals 13, 15 and
16, suggesting that they are much more distant than the Frisian varieties. In our
results, both, Frisian and Groningen dialects are rather distant, but Frisian is
more distant (Figure 9.34: darker blue versus lighter blue). Our results agree
with those of Hoppenbrouwers and Hoppenbrouwers that the dialect of Kerkrade
and neighboring varieties belong to the most distant ones.

The comparison of our results with those of Hoppenbrouwers and Hoppen-
brouwers shows that the use of Levenshtein distance gives different results than
the feature frequency method. Especially when looking at the Frisian dialects,
our results are much more in accordance with the prevailing opinion and espe-
cially the opinion of the Frisians themselves. Using the Levenshtein distance,
words are regarded as linguistic units while the order of segments in a word is
also considered. The example of the Frisian underscores the importance of these
two aspects.
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Figure 9.34: Distances with respect to Standard Dutch. The color between the
sample points was found by interpolation. Diamonds represent dialect islands.
Closest to Standard Dutch is Haarlem (14.7%), most distant was Schiermon-
nikoog (44.9%).
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9.7 Conclusions

We calculated distances between 360 Dutch varieties. Data was taken from the
RND. We compared the results with Daan’s map (see Figure 9.2). However,
since the RND was compiled by 16 different transcribers, we also kept track of
transcriber borders (see Figure 9.3).

Comparing our division of the main 13 dialect groups with the map of Daan,
we found similarities and differences. We found that especially our Groningen
and Overijssel group and our group of central Dutch varieties were divided into
different groups in the map of Daan. The opposite result was also found. The
Limburg group in the map of Daan was divided into three different groups on our
map. We explain the differences by the different weighting of dialect contrasts by
dialect speakers, whose judgements formed the basis of Daan’s divisions. Social
and economic structures may influence judgements of dialect similarity. Further-
more, in a homogeneous area differences can be more easily identified than in
a heterogeneous area. This may explain why e.g., the Overijssel area is divided
into several groups in the map of Daan while the Limburg area is found to be
one group.

Both when examining the 13 groups and when examining each of the groups
in more detail, we find real dialect borders and transcriber borders. Sometimes,
dialect borders and transcriber borders nearly coincide. For these borders no
obvious conclusion can be drawn. Although transcriber differences were normal-
ized to some extent, we did not succeed in eliminating them fully, as appears
in the results. Normalizing transcriber differences is risky, since it is not always
clear whether differences in notation reflect transcriber differences or dialect dif-
ferences. Advisable future work would be to calculate distances between Dutch
varieties again on the basis of data from the Fonologische Atlas Nederlandse Dia-
lecten (FAND) (Goeman and Taeldeman, 1996; Goossens et al., 1998, 2000). This
material is known to be of higher quality.

We also calculated distances with respect to Standard Dutch. Just as in
Hoppenbrouwers and Hoppenbrouwers (2001) we found the dialect of Haarlem to
be most similar to Standard Dutch. In our results, the Frisian varieties were most
distant, while in the results of Hoppenbrouwers and Hoppenbrouwers (2001) the
Frisian varieties were relatively related to Standard Dutch. We think that our
results are most in accordance with linguistic reality and with general opinion.
This difference shows that it is important to regard words as linguistic units and
to consider the order of segments in word pronunciation. With the Levenshtein
distance used in our research these two aspects are taken into account.
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Chapter 10

Conclusions and future prospects

10.1 Conclusions

The goal of this thesis is to explore whether Levenshtein distance could be a useful
tool for measuring dialect word pronunciation distances, and thus for measuring
dialect distances. Since we want to be able to compare the Levenshtein distance
with the corpus frequency method and the frequency per word method, the two
latter methods were also involved in the research. In Section 2.4 we concluded
that the frequency per word method is methodologically better than the corpus
frequency method, and the Levenshtein distance is methodologically better than
the frequency per word method.

When attempting to quantify distances in pronunciation between dialects, we
need to determine the relations between different speech segments. For this pur-
pose we investigated discrete representations of segments (Chapter 3) and acous-
tic representations of segments (Chapter 4). The phone representation is the
least discriminating discrete representation. Two segments are equal or unequal.
Using feature representations gradual segment distances can be obtained. We
examined the feature systems of Hoppenbrouwers & Hoppenbrouwers (H & H),
Vieregge & Cucchiarini (V & C) and Almeida & Braun (A & B). When correl-
ating segment distances obtained on the basis of these systems we found that
the systems of V & C and A & B appeared to be most similar, although the
correlations between these two systems were not significantly stronger than com-
parable correlations between any other pair of systems. Even these systems are
different, however, as indicated by the rather low, but significant correlations.
The use of the different systems will yield different results. We also investig-
ated different metrics for comparing feature histograms (used in frequency-based
methods) and feature bundles (used in Levenshtein distance). The correlations
between the Manhattan metric and the Euclidean metric were stronger than the
corresponding correlations between any other pair of metrics. Partly they were
also significantly stronger. This indicates that results obtained on the basis of
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Manhattan distance will not strongly differ from results obtained on the basis
of Euclidean distance. The Pearson correlation coefficient appeared to be rather
different from the two other metrics.

The acoustic segment representations we examined were the Barkfilter repres-
entation, the cochleagram representation and the formant track representation.
These representations are more perceptually oriented than the commonly used
type of spectrogram which has a Hertz-scale. On the basis of the distances ob-
tained by the different representations we applied multidimensional scaling and
scaled the distances to two dimensions. For the vowels we obtained a vowel quad-
rilateral (Barkfilter and cochleagram) or vowel triangle (formant tracks) and for
the consonants a distinction between the different manners of articulation. These
were reasonable results, although they were based on only two speakers. We con-
clude that the use of acoustic representations is useful, but recommend future
work to verify the conclusion on the basis of more speakers, and if necessary to
refine the acoustic processing. When comparing the present results of the dif-
ferent representations, we found that the Barkfilter results and the cochleagram
results correlate significantly more strongly than the other pairs of representa-
tions. The formant track results appeared to be more different, so the use of the
formant track representation will yield significantly different results than when
using the Barkfilter or cochleagram representation.

We compared the acoustic representations with the feature-based represent-
ations. For vowels we found that the Barkfilter distances and the cochleagram
distances correlate strongest with the A & B distances, but correlations with
other feature systems were not significantly weaker. The formant track distances
correlate strongest with the V & C distances. However the correlations were
mostly not significantly higher than comparable ones of other feature systems.
For consonants the Barkfilter distances and the cochleagram distances correlate
strongest with the V & C distances, but only significantly stronger than with the
A & B distances. The formant track distances correlate strongest with the V & C
distances (RND) or H & H distances (IPA). The correlation coefficients were only
significantly higher than the comparable ones of A & B. The correlations between
acoustic distances and feature-based distances were not extremely high, although
they were mostly significant. Therefore, both types of segment representations
were considered in validation work.

In Chapter 5 we described Levenshtein distance. The Levenshtein distance of
two word pronunciations is equal to the set of operations with the least cost which
changes the one pronunciation into the other. We used insertions, deletions and
substitutions. Future work may be to add the swap operation and to find the
correct weight for this operation. The distance between two dialects is equal to
the average word distance. We apply the Levenshtein distance to transcriptions
where operations are applied to the transcription segments, and to recordings
where operations are applied to spectra or formant bundles.
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Once the distances between dialects are obtained, the dialects can be classi-
fied. Cluster analysis and multidimensional scaling are explained in Chapter 6.
We examined several cluster methods and found that Unweighted Pair Group
Method using Arithmetic averages to be methodologically superior to the other
methods. We examined three different multidimensional scaling algorithms and
found Kruskal’s Non-metric Multidimensional Scaling preferable, since the res-
ults of this procedure represent the original distances with the greatest fidelity.

In Chapter 7 we validated different versions of the corpus frequency method,
the frequency per word method and the Levenshtein distance on the basis of 15
Norwegian varieties. We used recordings and transcriptions of the fable ‘The
North Wind and the Sun’, in Norwegian: ‘Nordavinden og sola’ (NOS). The
data was compiled by Jgrn Almberg. In the text we found 58 different words.
In advance consistency was checked for the word-based methods. We calculated
Cronbach’s a values and found that the 58 words were enough to obtain reliable
results. For one particular Levenshtein variant we found that the use of only 25
words gave already an acceptable degree of consistency (o = 0.70).

Subsequently, for both transcription-based methods and recording-based meth-
ods we compared the measurements with the results of a perception experiment
in which dialect speakers themselves judge the distances between the varieties.
Examining the transcription-based methods it appeared that results obtained by
methods using phones and the logarithmic Levenshtein distances using acoustic
representations correlate most strongly with the perceptual distances. At first
glance, this may be a partly unexpected outcome, but the methods share the
property that small segment distances are relatively heavily weighted, which is
perhaps also the case in perception. Among the feature representations, the
H & H system yields the best results. Among the acoustic representations we
found the Barkfilter representation better than the other two representations,
but only when using the linear Levenshtein distance. Furthermore, we found
that the use of 4 length gradations is preferable to 2 length gradations in gen-
eral.! The computations did not clarify whether two-segmental representations
of diphthongs are better than one-segmental representations, or the other way
round. When representing speech segments by features, Manhattan is mostly
preferable when using the corpus frequency method, and Euclidean is the bet-
ter candidate when applying word-based methods. Using the FEuclidean metric
larger differences are weighted relatively more heavily than smaller differences.
When using the corpus frequency method, dialect distances are measured with
the metrics. Using the frequency per word method and Levenshtein distance, re-
spectively word distances and segment distances are calculated with these metrics.
This indicates that on the highest level (comparison of dialects) differences should

"When using 4 length gradations extra-short, short, half-long and long are represented by
multiplying segments in the transcription. When using 2 length gradations only extra-short
and non-extra-short are represented by multiplying segments in the transcription.
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be weighted equally, but on the lower levels (comparison of words or segments)
larger differences should be weighted relatively more heavily than smaller ones.
The best method is a variant of the transcription-based Levenshtein distance,
where segment distances are found on the basis of Barkfilter segment distances,
four length gradations are used, diphthongs are represented as a sequence of two
segments, and logarithmic segment distances are used.

Examining the recording-based methods we found that the three Levenshtein
variants gave less satisfying results. We explained this by the rough way in
which word length was normalized and by diversity in voice quality. For the
first problem solutions may be found in the field of automatic speech recognition
(ASR). The second problem may be solved by using a large number of speakers
per variety instead of exactly one speaker, as we did until thus far.

Other future work may consist of carrying out a perception experiment with
many more varieties. When validating on the basis of a denser sampling, minor
differences may nonetheless emerge clearly.

The best method we found in Chapter 7 was applied to a larger set of 55
Norwegian varieties in Chapter 8. The results were analyzed by clustering and
multidimensional scaling. When comparing our results to the authoritative map
of Skjekkeland (1997), we found some minor and some major differences. On the
one hand, this may be the result of the choice of the 58 words. A better approach
would be to select the words randomly from a corpus as Bolognesi and Heeringa
(2002) did. On the other hand, the map of Skjekkeland is based on a restricted
number of phenomena. We are not sure in how far the map accords with the
perception of the speakers. Creating a new Norwegian dialect map on the basis
of the arrow method, as done by Daan and Blok (1969) for the Netherlandic part
of the Dutch language area, would be interesting.

In Chapter 9 we calculated distances between 360 Dutch variants with the
same Levenshtein variant as used for the Norwegian data. Data was taken from
the Reeks Nederlandse Dialectatlassen (RND). On the basis of these distances
cluster analysis was applied and multidimensional scaling was performed. We
compared the results to the map of Daan and Blok (1969). We found similarities
and differences. Larger groups in our results were divided into smaller groups in
the map of Daan, and a larger group in the map of Daan was divided into smaller
groups in our results. This suggests that not all borders are equally significant
on the map of Daan. When analyzing our results we also examined dendrograms.
The benefit of a dendrogram is that groups and borders can be found at any level
of significance.

We found it to be a big disadvantage that the RND transcriptions are made
by different transcribers. Although we normalized transcriber differences to some
extent, we did not succeed eliminating them all, as appeared in our results. We
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would like to calculate distances between Dutch varieties again on the basis of
data from the Fonologische Atlas Nederlandse Dialecten (FAND) (Goossens et al.,
1998, 2000). For the compilation of this atlas also different transcribers were
involved. Nonetheless, the transcriptions are known to be of excellent quality.

Besides examining the relations between varieties, we also compared the vari-
eties with respect to Standard Dutch. We found results which accord rather well
with linguistic reality and with general opinion. The Frisian varieties appeared
to be most distant.

From validation work on the one hand, and results from application to Nor-
wegian and Dutch varieties on the other hand, the Levenshtein distance appeared
to be a useful tool for finding dialect distances. Differences between our results
and existing maps may be explained mostly by shortcomings in our data or in
the traditional maps.

10.2 Applications

In this thesis we applied Levenshtein distance to the Norwegian NOS data and
to the Dutch RND data. In Bolognesi and Heeringa (2002) Levenshtein distance
is applied to a set of 54 Sardinian varieties, Latin, Italian, Genoese, Spanish,
Catalan and Dutch. Latin was included since all Romance languages originated
from Latin. Italian, Genoese, Spanish and Catalan were included since this lan-
guages influenced Sardinian in the past. Dutch was included to show the relative
closeness of the Romance languages compared to the Germanic Dutch language.
On the basis of Levenshtein distances the varieties were classified. The classi-
fication of the Sardinian varieties accorded with dialectological opinion. Since
the Sardinian varieties are known to be relatively archaic with respect to the
other Romance varieties, they were expected to be very close to Latin. It ap-
peared that Italian was most close to Latin, followed by two Sardinian dialects,
Spanish, 39 Sardinian varieties, Catalan, 13 Sardinian varieties, Genoese and —
obviously at the end — Dutch. The authors found none of the Sardinian varieties
to be obviously more conservative than any of the other Romance varieties in the
investigation.

As mentioned above it would be interesting to study the Dutch language area
again on the basis the FAND data. However it is a pity that many dialect atlasses
or data sets are bounded by political borders, and not by linguistic borders.
Inspired by the traditional map in Niebaum and Macha (1999, p. 193), we would
like to create a new dialect map of the continental West Germanic language
area, including the Netherlands, Flanders, Luxemburg, Germany, Switzerland,
Liechtenstein and Austria. Similar to this, it should be interesting to investigate
the whole Scandinavian language area, including Iceland, Faroe Islands, Norway;,
Sweden, Denmark and the Swedish speaking part of Finland. However we would
like to enlarge the bounds even more, creating a map of Europe, where each of
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the five continua as shown in the map in Chambers and Trudgill (1998, p. 6) and
the English continuum are represented in sufficient detail.? Possibly the Atlas
Linguarum Europae (ALE) may be suitable for this purpose (Weijnen et al.,
1973-1997).

Besides synchronic measurements, Levenshtein is also useful for diachronic
research. In Heeringa and Nerbonne (2000) distances are calculated between 41
Dutch varieties on the basis of old and new transcriptions. The old transcriptions
were based on translations of the parable ‘The prodigal son’ which were compiled
by Winkler (1874). The new transcriptions were based on translations of the
same text which were compiled by Harrie Scholtmeijer in 1996. Heeringa and
Nerbonne used 41 varieties which appeared in both the set of Winkler and in the
set of Scholtmeijer. The old and the new varieties were classified. On the basis of
the 1874 data a rather sharp division in Frisian, Low Saxon and Low Franconian
varieties was found, but for 1996 varieties a division in Frisian, Western Dutch
and Eastern Dutch varieties was found. Further an old and a new version of
Standard Dutch was added. The old varieties were compared to old Standard
Dutch, the new ones to new Standard Dutch. It appeared that the majority of
dialects converged to Standard Dutch. Only the dialects along the South-West
coast line and in the Middle-East diverged somewhat from Standard Dutch.

In Heeringa et al. (2000) a study about Dutch-German Contact in and around
Bentheim is presented. Although the RND mainly contains varieties in the Neth-
erlands and North Belgium, 8 varieties in the German county of Bentheim were
also included (see the map in Figure 9.15). The recordings of the varieties in and
around Bentheim are made in 1974-1975. In 1999 Heeringa et al. made new re-
cordings of the same Bentheim varieties and 9 varieties at the Dutch side around
Bentheim. Standard Dutch and Standard German were added. There were minor
differences between the older and the newer version of Standard Dutch, but the
older and newer version of Standard German were the same. Just as for the data
source mentioned above, the older and newer varieties were classified. The clas-
sification results showed that some dialects in the German part, which could be
regarded as Dutch Low Saxon dialects in 1974-1975, were found to be German
dialects in 1999. On the other hand, Dutch dialects which were grouped among
German Low Saxon dialects in 1974-1975, were found to be grouped among
the other Dutch dialects in 1999. All Dutch dialects shifted towards Standard
Dutch while all Low German dialects shifted towards Standard German. From
the results it was concluded that the political border nowadays has got a signi-
ficant influence on the graduality of the dialect continuum, acting as a separator
between Dutch and German dialects.

2Tt is striking that the English continuum including England, Ireland and Scotland is not
shown on the map of Chambers and Trudgill (1998, p. 6), although the caption of the figure is:
‘European dialect continua’.
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Front Central Back
Close 1 y e U
1Y O
Close-mid € () \ O
o
Open-mid ew (e \ ¢
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Open de (E AeD

Figure A.1: The RND vowels located in the TPA vowel quadrilateral. Where
symbols appear in pairs, the one to the right represents a rounded vowel.

Front Central Back
Close 1

Close-mid

Open-mid

Open

Figure A.2: The IPA vowel quadrilateral. Where symbols appear in pairs, the
one to the right represents a rounded vowel. We interpret the [&] and [e] as not
rounded, the [o] as half rounded and the [v] as rounded.
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Bilabial

Labiodental

Dental ‘ Alveolar

Postalveolar|

Retroflex

Plosive p b t d

IMasal m n

Trill r

Tap or Flap

Fricative ‘ s Z ‘ I 3
Lateral

fricative

Approxmeant

Lateral

approxmant l

Figure A.3: The RND consonants in the IPA consonant table. Where symbols
appear in pairs, the one to the right represents a voiced consonant. Shaded areas
denote articulations judged impossible.

Bilabial |Labiodental| Dental ‘ Alveolar |Postalveolar| FRetroflex Dalatal
Plosive p b t d [ (l C ]:
Nasal m 11) n n Jl
Trill B r
Tap or Flap r ['
Fricaive $ B fvea\sz‘[3 s z ¢ j
Lateral
fricatrre B
Approxmant I '[, j
Lateral
approzkuent | l £

Figure A.4: The IPA consonant table. Where symbols appear in pairs, the one
to the right represents a voiced consonant. Shaded areas denote articulations
judged impossible.
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Norwegian English NOS
1 nordavinden the northwind 1,4,4,6
2 og and 1,4, 5,5,
3 sola the sum 1,5, 6
4 Kkjekla / kjeklet quarrel 1
5 om about 1,3
6 kven / hvem who 1
7 av of 1,3,6
8 dei / dem them 1,3,6
9 som who 1,3
10 wvar was 1,6
11 den the 1, 3,6
12 sterkaste / sterkeste strongest 1, 3,6
13 da then 2,5
14  kom came 2
15 det there 2
16 en a 2,2
17 mann man 2
18 gaaande / gaaende  going 2
19 med with 2
20 varm warm 2
21 frakk coat 2
22 pa around 2
23  seg himself 2,3,4,5
24 dei / de they 3
25 vart / blei were 3
26 samde / enige agreed 3
27 at that 3,6
28 han / den he 3
29 foerst first 3
30 kunne could 3
31 faa get 3
32 mannen the man 3,4,5
33 til aa till 3
34 ta take 3
35 av off 3,5
36 frakken the coat 3,4,5
37 skulle gjelde for would apply for 3
38 saa SO 4,5, 6
39 blaaste blew 4,4
40 av all si makt with might and main 4

Table B.1: List of 58 words which appeared in the text ‘Nordavinden og sola’.
The third column gives the sentence number(s) in which the word can be found.
All instances of one word are used.



41
42
43
44
45
46
47
48
49
50
51
o2
23
o4
95
56
57
o8

Norwegian

men

dess

meir / mer
han

tettare / tettere
trakk

rundt

til sist

gav

opp

skein / skinte
fram

godt

varmt

straks

tok

maatte
innroemme

English

but
the
more
he
tighter
draw
around
finally
gave
up
shone
to the front
good
warm
at once
took
must
admit

Z
o
0

Oy O UL Ot UL O UL UL = i s o s o s

Table B.2: Table B.1 continued.

W
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Dutch English RND

1 mijn my 2
2 vriend friend 2
3 werk work 4
4 op on )
5 schip ship )
6 kregen got )
7 brood bread 5
8 vinger finger 6
9 vier four 10
10 Dbier beer 10
11  twee two 11
12 drie three 12
13 hij he 13
14 knuppel  cudgel 13
15 ik 1 14
16 knie knee 14
17 gezien seen 14
18 kerel fellow 21
19 stenen stones 25

20 breder broader 25
21  duivel devil 28
22 gebleven  stayed 28

23 meester master 29
24 zee sea 29
25 graag gladly 31
26 steel handle 33

27 bezem broom 33
28 geroepen  called 35

29 peer pear 36
30 rijp ripe 36
31 geld money 38
32 ver far 39
33 brengen bring 39
34 zwemmen swim 42
35  bed bed 45
36 springen  spring 47
37 wvader father 53
38  zes Six 53
39 jaar year 53
40 school school 53
41 laten let 53

Table B.3: List of 125 words selected from the 141 RND sentences. The third
column gives the sentence number from which the word usually was taken.



42
43
44
45
46
47
48
49
50
51
52
93
54
5}
56
57
58
99
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
5
76
7
78
79
80
81
82
83

Dutch

gaan
potten
zijn
veel
maart
nog
koud
kaars
geeft
licht
paard
tegen
kaas
dag
avond
barst
brief
hart
spannen
nieuwe
kar
zoon
koning
ook
geweest
lange
woord
kindje
was
dochtertje
bos
ladder
mond
droog
dorst
weg
krom
liedje
goed
kelder
voor
moest

English

go
jars
are
much
March
yet
cold
candle
gives
light
horse
against
cheese
day
evening
crack
letter
heart
put
new
cart
son
king
also
been
long
word
baby
was
little daughter
wood
ladder
mouth
dry
thirst
way
curved
ditty
good
cellar
for
must
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RND

53
26
26
26
58
o8
o8
29
29
59
60
63
66
68
68
70
71
72
74
74
74
76
76
76
76
78
79
80
80
82
82
83
86
86
86
87
87
90
92
95
95
96

Table B.4: Table B.3 continued.
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84
85
86
87
88
39
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125

Dutch

drinken
broer
moe
dun
zZuur
put
uur
vuur
duwen
hebben
stuk
brug
veulen
komen
deur
gras
bakken
je
eieren
krijgen
waren
vijf
hooi

is
groen
boompje
wijn
huis
melk
spuit
koe
koster
buigen
blauw
geslagen
saus
flauw
sneeuw
doen
dopen
dorsen
binden

English

drink
brother
tired
thin
sour
well
hour
fire
push
have
piece
bridge
foal
come
door
grass
bake
you
eggs
get
were
five
hay

is
green
little tree
wine
house
milk
spouts
COW
sexton
bend
blue
struck
sauce
flat
snow
do
baptize
thresh
bind

APPENDIX B. TABLES

RND

96

98

98

100
100
101
101
104
105
106
106
106
107
107
109
111
113
116
116
116
119
119
122
122
122
124
125
126
127
127
127
128
129
131
131
132
132
133
136
137
138
139

Table B.5: Table B.3 continued.



Samenvatting

Inleiding

Volgens het bewustzijn van dialectsprekers bestaan er dialectgrenzen in het dia-
lectlandschap. Dit blijkt uit de dialectkaart van Daan, waarop grenzen zijn ge-
tekend op basis van het dialectbewustzijn van de sprekers. Het dialectlandschap
kan echter ook als een continuiim beschouwd worden. Wanneer we langs een
rechte lijn reizen van dorp naar dorp, bemerken we slechts geleidelijke veran-
deringen. Om dialectgrenzen en dialectcontinua te verkennen op elke niveau van
gedetailleerdheid, hebben we een ‘liniaal’ nodig waarmee de taalkundige afstand
voor een willekeurig dialectpaar op een objectieve manier gevonden kan worden.

De eerste die een methode ontwikkelde voor het meten van dialectafstanden
was Jean Séguy. Hij berekende de afstand tussen twee dialecten als het aantal
keren dat de twee dialecten voor een bepaald item verschilden. Het aantal ver-
schillende items werd uitgedrukt in een percentage. Een vergelijkbare aanpak
werd ook toegepast door Hans Goebl.

De gebroeders Hoppenbrouwers introduceerden in 1988 twee frequentie-geba-
seerde methoden waarmee dialectafstanden gevonden kunnen worden op basis
van fonetische teksten. Bij de eerste methode worden per tekst de frequenties
van de klanken bepaald en die frequenties worden gedeeld door het totale aantal
klanken in de tekst. De afstand tussen twee variéteiten is gelijk aan de som van
de frequentieverschillen. Bij de tweede methode worden frequenties van features
(kenmerken van klanken) bepaald. De afstand tussen twee variéteiten is in het
eenvoudigste geval opnieuw gelijk aan de som van de frequentieverschillen. Beide
methoden duiden we aan als varianten van de corpus-frequentie-methode.

De beide frequentie-gebaseerde methoden onderscheiden geen woorden in de
tekst. Dit kan opgelost worden door foon- of featurefrequenties per woord te
bepalen. De afstand tussen twee woorduitspraken, corresponderend met twee
dialecten, is opnieuw gelijk aan de som van de frequentieverschillen. De afstand
tussen twee dialecten is gelijk aan de som van de woordafstanden. We noemen
deze aanpak de frequentie-per-woord-methode.

In 1995 gebruikte Kessler de Levenshtein afstand voor het bepalen van taalkun-
dige afstanden tussen dialecten. Met deze afstandsmaat wordt de afstand tussen
twee woorduitspraken bepaald door de kosten te bepalen van de minimaal vereiste
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verzameling van toevoegingen, verwijderingen en vervangingen die nodig is om
de ene uitspraak te veranderen in de andere. Kessler paste de afstandsmaat toe
op lerse dialecten. Dit bleek succesvol. Wij gebruikten deze afstandsmaat even-
eens omdat de methode objectief is, graduele woordafstanden berekent, woorden
als taalkundige eenheden verwerkt, en de volgorde van klanken in een woord in
beschouwing neemt. De Levenshtein-afstand staat centraal in dit proefschrift.

Het meten van segmentafstanden

Als we taalvariéteiten op basis van woordtranscripties willen vergelijken, moe-
ten vooraf de afstanden tussen de segmenten bekend zijn. Deze afstanden zijn
afhankelijk van de manier waarop spraaksegmenten zijn gerepresenteerd. We
onderzochten de foonrepresentatie, de featurerepresentatie en de akoestische rep-
resentatie.

In het eenvoudigste geval is een spraaksegment of foon niet verder gedefinieerd:
twee fonen zijn gelijk of verschillend. Nadeel van de foonrepresentatie is dat
bijvoorbeeld de afstand tussen de [1] en de [e] even groot is als de afstand tussen
de [1] en de [p]. Dit probleem wordt opgelost door klanken te representeren
door een reeks van onderscheidende kenmerken oftwel features. Featurewaarden
representeren de mate waarin een feature geldig is. Bijvoorbeeld een feature lang
is 0 voor een korte klank, 0.5 voor een halflange klank en 1 voor een lange klank.

We experimenteerden met drie featuresystemen. Het eerste werd in 1988
ontwikkeld door de gebroeders Hoppenbrouwers (H & H). Het betreft een ar-
ticulatie-gebaseerd systeem dat de auteurs gebruikten voor het vergelijken van
dialecten in het Nederlandse dialectgebied. Het tweede systeem is gebaseerd
op twee andere systemen. Het ene systeem werd ontwikkeld door Vieregge in
1984. Vieregge ontwikkelde zijn systeem voor de controle van de kwaliteit van
transcripties. Dit systeem is gedeeltelijk gebaseerd op metingen van perceptieve
klankafstanden. Het andere systeem werd ontwikkeld door Cucchiarini 1993. Het
systeem van Cucchiarini is een aangepaste versie van het systeem van Vieregge.
We definieerden de klinkers in de lijn van Vieregge, en de medeklinkers in de lijn
van Cucchiarini. Het derde systeem in ons onderzoek is ontwikkeld door Almeida
en Braun in 1986 (A & B). Evenals het tweede systeem is ook dit systeem bedoeld
voor de controle van de kwaliteit van transcripties. In het systeem worden op een
heel directe manier de afstanden afgeleid uit het IPA-systeem.

Featuresystemen zijn vaak niet gebaseerd op fysische metingen. Alleen het
systeem van V & C is gedeeltelijk gebaseerd op afstanden die gemeten werden
in een perceptieéxperiment. We hebben daarom ook klankafstanden gemeten
op basis van akoestische representaties van samples van de IPA klanken. We
gebruikten samples van de geluidsband The Sounds of the International Phone-
tic Alphabet waarop alle IPA klanken uitgesproken worden door twee sprekers.
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De klinkers werden geisoleerd uitgesproken, en de medeklinkers knipten we uit
de context waarin ze werden uitgesproken.

We experimenteerden met twee spectrogram-gebaseerde representaties en met
een representatie door formantsporen. Een spectrogram is een grafiek waarin
de frequentie gerepresenteerd wordt door de x-as en de tijd door de y-as, en
waarin de grijswaarde voor ieder punt in de grafiek de intensiteit representeert.
We gebruikten niet de standaard-spectrogrammen, maar meer perceptief ge-
motiveerde modellen: het Barkfilter en het cochleagram. Essentieel voor de
waarneming van klinkers is dat spectrale pieken door het oor worden herkend.
Hetzelfde geldt voor sonorante medeklinkers. Deze pieken heten formanten, en
een reeks van formanten in het verloop van de tijd heet een formantspoor. We
experimenteerden ook met de formantsporenrepresentatie.

Zowel op basis van feature-representaties als op basis van akoestische repre-
sentaties berekenden we de segmentafstanden. Omdat in onze perceptie kleine
klankverschillen soms een relatief sterke rol spelen ten opzichte van grote klank-
verschillen, experimenteerden we ook met een aanpak waarbij de logaritmen van
de klankafstanden gebruikt werden. Omdat de logaritme van 1 gelijk is aan 0,
berekenden we die als: In(afstand + 1).

Het meten van dialectafstanden

Wanneer de afstanden tussen spraaksegmenten vastgesteld zijn, kunnen we de
afstanden tussen woorduitspraken bepalen en vervolgens de afstanden tussen
taalvariéteiten. We bepaalden de afstand tussen een woorduitspraak uit de ene
variéteit en de corresponderende woorduitspraak uit de andere variéteit met de
Levenshtein-afstand. Dit algoritme bepaalt hoe zo eenvoudig mogelijk het ene
woord kan worden veranderd in het andere woord door klanken toe te voegen, te
verwijderen of te vervangen. Aan de operaties worden gewichten toegekend. In de
eenvoudigste vorm van het algoritme hebben alle operaties hetzelfde gewicht, bij-
voorbeeld 1. We illustreren het gebruik van de gewichten met een voorbeeld. Het
woord konijn wordt uitgesproken als [konem]| in het dialect van Amsterdam, en
als [knimse] in het dialect van Zwollekerspel.! Het veranderen van de ene variant
in de andere gaat als volgt:

konem verwijder o 1
knem  vervang e: door ir 1
knimn  voeg toe o 1
knimo

3

'De woorduitspraken werden opgenomen en transcribeerd in 2000 door Renée van Bezooijen,
Katholieke Universiteit Nijmegen.
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Voor de bepaling van deze afstand met het Levenshtein-algoritme worden
beide woorden onder elkaar gezet, waarbij een keuze gemaakt wordt welke seg-
menten uit de ene variant corresponderen met welke segmenten uit de andere
variant. Met andere woorden: de varianten worden opgelijnd. De kracht van het
Levenshtein-algoritme is nu dat dit algoritme de woordafstand altijd berekent op
basis van de oplijning waarin klankcorrespondenties zodanig zijn gekozen, dat de
som van de operaties minimaal is. In ons voorbeeld ziet de oplijning er als volgt
uit:

k o n e n
k n ir n o
01 0 1 0 1

Wanneer woorduitspraken op deze manier met elkaar vergeleken worden, zal
de afstand tussen langere woorden gemiddeld genomen groter zijn dan de afstand
tussen kortere woorden. Hoe langer een woord is, hoe groter de kans dat er
verschillen zijn ten opzichte van het corresponderende woord in een andere taal-
variéteit. Omdat dit niet overeenstemt met het idee dat een woord een taalkun-
dige eenheid is, ongeacht het aantal segmenten waaruit het bestaat, wordt de
Levenshtein-afstand gedeeld door de lengte van de oplijning (de gecombineerde
woordlengte). In ons voorbeeld is deze gelijk aan 6. De woordafstand, genorma-
liseerd over de lengte, is nu gelijk aan 3/6 = 0.5.

Bij gebruik van de foonrepresentatie zijn de gewichten van de operaties gelijk
aan 1. Gebruiken we echter een featurerepresentatie of een akoestische represen-
tatie, dan zullen de gewichten gradueel variéren.

Op basis van de gemiddelde Levenshtein-afstanden tussen variéteiten kunnen
de variéteiten geclassificeerd worden. We maakten gebruik van cluster-analyse
en multidimensionale schaling, twee technieken die elkaar aanvullen. Het resul-
taat van cluster-analyse is een dendrogram, een boom waarin de variéteiten de
bladeren zijn. Het resultaat van multidimensionale schaling is een plot waarop
sterk verwante verwante variéteiten dicht bij elkaar zijn geplaatst, en sterk ver-
schillende variéteiten juist ver uit elkaar. We schaalden zowel naar twee als naar
drie dimensies. In de plot worden de eerste en tweede dimensie gerepresenteerd
door respectievelijk de x-as en de y-as, en de derde dimensie door de grijswaarde
van de stippen.

Validatie

In een validatie-onderzoek vergeleken we de corpus-frequentie-methode, de fre-
quentie-per-woord-methode en de Levenshtein-afstand met elkaar. Voor elk van
de drie methoden testten we de verschillende segmentrepresentaties: de foonre-
presentatie en de featurerepresentatie. Voor de Levenshtein-afstand testten we
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ook de akoestische segment-representaties. Verder werden voor de Levenshtein-
afstand zowel lineaire als logaritmische segment-afstanden in beschouwing geno-
men.

Het validatie-onderzoek voerden we uit op basis van 15 Noorse dialecten.
Digitale opnamen en transcripties werden gemaakt door Jorn Almberg. De op-
namen bestaan uit vertalingen van de fabel ‘De noordenwind en de zon’. De
tekst bestond (gewoonlijk) uit 58 woorden.? Op basis van de opnamen voerde
Charlotte Gooskens een perceptie-experiment uit in de lente van 2000. In elk van
de 15 plaatsen beluisterde een groep leerlingen op de middelbare school een band
met daarop de opnames van alle 15 dialecten. Voor elk van de dialecten moesten
de leerlingen op een schaal van 1 tot en met 10 de mate van verwantschap met
hun eigen dialect geven, waarbij 1=gelijk aan eigen dialect en 10=ongelijk aan
eigen dialect. De gemiddelde scores van de leerlingen in een plaats geven de af-
standen van de 15 dialecten op de band ten opzichte van het dialect in die plaats.
Omdat het experiment in elk van de 15 plaatsen werd uitgevoerd, kregen we een
afstandenmatrix van 15 x 15 afstanden. We correleerden de resultaten van onze
methoden (of varianten daarvan) met deze perceptieve afstanden. Hoe hoger de
correlatie, hoe beter de methode de perceptie benadert.

De methoden op basis van de foonrepresentatie bleken het sterkste te correle-
ren met de perceptieve afstanden, direct gevolgd door de Levenshtein-afstanden
op basis van de akoestische segmentrepresentatie. De methoden op basis van
featuresystemen waren beduidend slechter. Bekijken we resultaten per represen-
tatie, dan zien we zowel bij de foonrepresentatie als bij de featurerepresentatie
dat de frequentie-per-woord-methode even goed is als, of beter is dan de corpus-
frequentie-methode, de Levenshtein-afstand altijd beter is dan de frequentie-
per-woord-methode, en de Levenshein-afstand op basis van logaritmische seg-
mentafstanden even goed is als, of beter is dan de Levenshtein-afstand op basis
van lineaire segmentafstanden. Dit is ook wat we op methodologische gronden
verwachtten. Het feit dat de foonrepresentatie erg goed werkt (voor alle drie
methoden), en dat logaritmische segmentafstanden vaak betere resultaten geven
dan lineaire segmentafstanden, lijkt erop te wijzen dat het in de perceptie vooral
belangrijk is dat twee segmenten verschillend zijn, en dat de mate waarin ze van
elkaar verschillen veel minder belangrijk is. Van de drie akoestische segmentre-
presenaties blijkt het Barkfilter beter te zijn dan de twee andere representaties
wanneer lineaire segmentafstanden worden gebruikt. Bij gebruik van logaritmi-
sche afstanden is er geen verschil.

Resulaten

Hoewel de Levenshtein-afstand op basis van de foonrepresentatie iets sterker
correleerde dan de Levenshtein-afstand op basis van de logaritmische akoes-

2De opnamen en transcripties zijn gratis beschikbaar via http://www.ling.hf.ntnu.no.



300

tische segmentafstanden, genereerden we de resultaten toch met de variant van
de Levenshtein-afstand die gebruik maakt van logaritmische akoestische seg-
mentafstanden. Voor een kleine gegevensverzameling van 15 dialecten werkt de
foonrepresentatie-gebaseerde aanpak weliswaar goed, maar bij gebruik van een
dichter net van plaatsen kunnen kleinere verschillen een sterkere rol spelen. Met
de akoestische maat worden die verschillen in sterkere mate verwerkt. We pasten
de afstandsmaat toe op dialecten in het Noorse en het Nederlandse dialectgebied.

De 15 Noorse dialecten van het perceptie-onderzoek maken deel uit van een
grotere gegevensverzameling. We berekenden afstanden tussen 55 Noorse dialec-
ten. Afgezien van enkele taaleilanden kregen we op basis van cluster-analyse een
hoofdindeling bestaande uit zes groepen: noord, centraal, west, oost, zuidwest
en zuidoost. Op basis van multidimensionale schaling kregen we een indeling
bestaande uit ruwweg 5 groepen: noord, centraal, west, oost, zuid. De laatste
indeling komt iets beter overeen met de traditionele indeling van Skjekkeland.
Verschillen kunnen verklaard worden door beperkingen van onze woordenlijst
enerzijds, en de keuze van de isoglossen door Skjekkeland anderzijds.

De Reeks Nederlandse Dialectatlassen werd samengesteld in de periode 1925—
1982 door E. Blancquaert and W. Pée. Van de 1956 beschikbare dialecttranscrip-
ties kozen we er 360. We berekenden de afstanden tussen de dialecten op basis van
125 woorden. Met cluster-analyse kregen we een indeling in Fries, Nedersaksisch,
Nederfrankisch en Limburgs. We onderzochten elk van de vier groepen meer gede-
tailleerd en vergeleken de indeling met de kaart van Daan. Verschillen konden
soms verklaard worden uit notatieverschillen van de verschillende transcribenten
in de RND, en een enkele keer uit een (vermoedelijke) tekortkoming van de kaart
van Daan. Op basis van multidimensionale schaling kregen we de klassieke in-
deling in Fries, Nedersaksisch en Nederfrankisch. We vergeleken de dialecten ook
ten opzichte van het Standaard Nederlands. Het dialect van Haarlem bleek het
sterkst verwant, en de Friese variéteiten bleken het meest afwijkend.

Conclusie

In dit proefschrift ontwikkelden we verschillende varianten van de Levenshtein-

afstand en onderzochten of deze afstandsmaat bruikbaar is voor het berekenen van

afstanden tussen taalvariéteiten. Uit validatie-onderzoek bleek dat de Levenshtein-
afstand betere resultaten geeft dan de corpus-frequentie-methode en de frequentie-

per-woord-methode. Ook bij toepassing van de Levenshtein-afstand op Noorse

en Nederlandse gegevens bleek de methode een geschikt gereedschap voor het

vinden van afstanden tussen taalvariéteiten.
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