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# **まえがき**

## はじめに

WEBサーバは重要なライフラインになりつつある．サービス全体の応答性能や可用性を高めることができる「ロードバランサ」の需要は今後増加傾向になると予想される．ロードバランサは企業に限った話ではない。個人サイトでもサービスが拡大するにつれて負荷分散は重要視される．Googleの発表した情報によると競合サイトと比較し自身のサイトの表示速度が遅いとランキング評価で不利になるとされている．負荷分散をしつつ、自身のサイトを上位にランクインさせるためには応答速度も重要な要素となる．個人サイトで高性能なサーバをいくつも作り，負荷分散するのはコスト面で難しい．性能の低いコンピュータや旧式のサーバ等を利用し，不均一な性能で異種のコンピュータを組み合わせてWEBサイトを構築し，ロードバランスする場合も少なくない．サーバ間の性能や通信装置の性能にバラつきがある場合，応答速度が一定とは限らない．単純に空いているサーバへ割り振ると，遅いサーバにつないでしまいWEBの表示速度が落ちてしまうという課題がある．そういった課題を解決するには，異なる性能のサーバそれぞれの応答速度を計測し，ロードバランサが判断して動的に割り振りを行う必要がある。

本研究では，性能差のあるWEBサーバからなるWEBサイト環境において，応答速度によってサーバの割り振り先を決めるアルゴリズムの提案，WEBサーバの応答速度を考慮したロードバランサの設計と開発を行った。提案システムでは，それぞれのWEBサーバの応答速度を計測し，提案するアルゴリズムに基づいて評価付けを行うが、応答の遅速は個人によって異なる為、Googleが調査したWebサイトの反応時間の遅延と、それに対するユーザの反応を参考に評価システムを設計している。また、この情報は評価済み応答速度としてデータベースへ保管される。データベースから現在と過去24時間の状態を抽出し、ロードバランサに与える．こうすることで不均一なサーバからなるWEBサイトにおいて、応答速度を考慮しつつ負荷分散をすることができる．

WEBサーバで負荷分散を行うロードバランサはプロキシ機能を応用している．このプロキシには不特定多数の Client から、特定の Server へ通信を代わりに行うリバースプロキシとClient から不特定の Server にアクセスする際、Client の代わりに通信を行うフォワードプロキシが知られている．WEBサーバで負荷分散するには前者が使われる。NGINXというWEBサーバはコンフィグを書き換えることで、リバースプロキシが行える。また重みづけにも対応している為、応答速度を計測した後、自身の作成した評価アルゴリズムに基づいて重みを変更し、適応させることで自作の動的ロードバランサを作ることができると考えた．通常コンフィグを適用させるにはWEBサーバの再起動が必要だが、これでは稼働率が落ちてしまう。そこで設定ファイルを再起動することなく適応できるreloadと呼ばれる機能を使用した．

実験では教育目的で開発されたシングルボードコンピュータであるRaspberry Pi 4B 4Gを4台使用する。ロードバランサ1台と検索システムを積んだWEBサーバ3台を冗長的に配置する。OS上でネットワークトラフィックをコントロールするTCコマンドやRAMやCPUの使用率を変更できるstressコマンドを使用し異種のサーバを再現する。

本研究では実装した提案方式のプロトタイプと一般的なロードバランサの割り振り方式である「ラウンドロビン」を応答速度に基づいて比較実験することで提案システムの有用性を示す．

## 本論文の構成

　本論文は全６章で構成されている。本省では研究の背景や動機，目的について述べる．第２章ではロードバランスの手法や計測システムの関連研究について述べる．第３章では本研究の提案方式とその特徴である本システムの内容，応答速度をどのように計測・評価し，ロードバランサが判断し割り振りを行うのか述べる。第４章では提案方式を構築した本システムの設計及び実験システムの実装について述べる．第５章では一般的なロードバランサと本システムで比較実験を行う。実験の概要と，比較実験後の結果を述べる．第６章では結論と今後の展望について述べる．

# **関連研究**

## リバースプロキシによるロードバランシング手法

HTTPセッションのハンドオーバによるWEBサーバのロードバランスについて土居幸一郎,後藤滋樹らは既存のwebロードバランシング手法では，実行中のデータ転送を再配分することが出来ない.そこで，リバースプロキシ型のロードバランシング手法を元に，データ転送中であっても，相対的に負荷の高いサーバから負荷の低いサーバへと移し替えられる機構を提案した．4MB以下のファイルでは,ロードバランサを経由しないダウンロードの方が,ロードバランサを経由する場合に比べて,わずかに必要時間が短かった.しかし,4MB以上ではロードバランサを経由する場合の方のダウンロード時間が短くなる場合がある.したがって,音楽や映像のファイルのような比較的サイズの大きなファイルに対しては,はかの要素の寄与度に比べて,提案手法によるオーバヘッドは十分に小さいと言える.ロードバランサを経由しない場合とハンドオーバを行う場合とで,ダウンロードに必要な時間に違いは生じなかった、試行によっては,ハンドオーバを行った場合でロードバランサを経由しない場合のダウンロード時間を下回る場合もあった,よって,提案手法によるハンドオーバによるコストは十分に小さいことがわかった.が増加するに従って,サーバリソースの利用効率が向上す一方で,5接続を超えてからは利用効率が向上していない.その場合は,別の5接続数以下のサーバにデータ転送をハンドオーバすることによって,全体で利用効率を向上させることができる.図5の結果をもとに,2台のバックエンドサーバ同士でクライアント接続数が5台以下となるように調整した場合の平均転送速度と最低転送速度の増加率を表3に示す,平均速度と最低速度を,それぞれ最大で18.7%,31.1%向上させられることが分かった.

## 応答速度評価付けシステムの評価手法

複数のロードバランサによるWEBシステムの応答時間最適化について、河野知行はバランサなし、定率分散、状態分散、応答時問分散の4つのケースを比較した。それらの振り分け技法の特徴を整理すると。パランサがなくとも、処理要求がパランサに偏りなく到着すれば、速い応答時間が確保される。しかし、偏りが生じれば、応答時間は指数的に悪くなる。定率分散は到着する処理要求に偏りが生じても、応答時間が指数的に悪くなる問題は解消できる。但し、偏りがない場合は、バランサがない場合より応答時間は長くなる。状態分散を行うと、応答時間は大幅に短縮される。M/M/n構成の待ち行列のような効果を得ることができる。応答時間分散は、ロジックの複雑さに比例した効果を得ることができない。定率分散の改善型と位置づけられる技法であろう。一般的なロードバランサが提供していると考える処理要求の振り分け技法を検証した。その結果により、状態分散が最も効果的な振り分け技法であるとの結論を得た。

## WEBサーバ計測システムの設計・開発

クラウドに適したWebシステムにおいて堀内晨彦 , 最所圭三らはWEBシステムの概要及び試作システムの評価について述べ、その負荷量の監視機能の改善方法を提案・評価を行った。i. Apacheのserver-statusで負荷量を測定　ii. 外部プログラムで負荷量を測定方法iでの測定結果を図4に,方法iでの測定結果を図5に示す。実験では,前の測定が終了してから1秒後に次の測定を開始する.そのため,プロットの間隔は負荷量の測定にかかった時間+1秒になる.どちらの方法でもスレッド数の増加に伴い,CPU 使用率及び稼働率が上昇しているが,図5のCPU 使用率はCGIを処理するため,すぐに100%に達している,図4では稼働率が1.0に達すると,次の測定までに1分以上かかっている。これはWebサーバデーモンの最大同時処理数以上のアクセスがあり,過負荷になっているためである.また,どちらの図でもアクセスが終わってから負荷量が低下するまでに20秒程度かかっているが,これはWebサーバが各スレッドの行った最後のアクセスを処理しているためである.以上の結果から,アクセス数に応じて増減する稼働率が負荷量に適していることが分かる。CPU使用率は同時アクセス数が少なくても100%に達するため,過負荷の判別ができない.また,稼働率の測定方法としては,Web サーバが過負荷になった場合でも短時間で測定が行える方法iが適しているが,過負荷を脱してから稼働率が低下するまでに時間がかかる.反対に方法iでは過負荷を脱すると直ぐに稼働率が低下するが,過負荷になった場合の測定に時間がかかる.

# **提案システム**

## 提案システムの概要

## 提案システムの実行手順

STEP-1:

STEP-2:

図 3‑1　提案システム図

図 3‑2 スライド講義動画から抽出するメタデータ

# **実装システム**

## 実装システムの概要

図 4‑1　実装システム図

## Webシステムの構築

提案システムのプロトタイプを実装した開発環境を表4-1に示す．提案システムを作成するために用いたパッケージを表4-2に示す．

表 4‑1　実験システムの開発環境

# **実験**

本章では，提案システムを利用した比較実験について述べる．

## 実験目的

．

## 実験環境
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