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## Ejercicio 3

En el archivo morosos.xlsx se encuentran los registros de 10 mil clientes de un banco. Se desea modelar la probabilidad de mora de un cliente en funcion de las variables disponibles en la base.

### 1. Ajustar un modelo logístico para predecir la probabilidad de incurrir en mora.

library(readxl)  
library(ggplot2)  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

data\_morosos <- read\_excel("morosos.xlsx")  
  
head(data\_morosos)

## # A tibble: 6 × 5  
## orden mora estudiante balance ingreso  
## <dbl> <chr> <chr> <dbl> <dbl>  
## 1 1 No No 730. 44362.  
## 2 2 No Yes 817. 12106.  
## 3 3 No No 1074. 31767.  
## 4 4 No No 529. 35704.  
## 5 5 No No 786. 38463.  
## 6 6 No Yes 920. 7492.

table(data\_morosos$mora)

##   
## No Yes   
## 9667 333

#Grafico los datos  
  
p1 <- ggplot(data=data\_morosos,aes(x = balance, y= mora)) +   
 geom\_boxplot(aes(color = mora)) + geom\_point(aes(color = mora)) +   
 theme\_bw() + theme(legend.position = "null")  
  
p2 <- ggplot(data=data\_morosos,aes(x = ingreso, y= mora)) +   
 geom\_boxplot(aes(color = mora)) + geom\_point(aes(color = mora)) +   
 theme\_bw() + theme(legend.position = "null")  
  
gridExtra::grid.arrange(p1, p2, nrow = 2)
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En el boxplot de balance el gráfico indicaría que los clasificados como mora tendrían un balance más alto, con lo que esta variable podría llegar a ser explicativa Los boxplot de ingreso se encuentran bastante solapados, por lo que la diferencia de medianas no parecería ser significativa Por último, podemos observar que hay un gran desbalance de clases, siendo mora=Yes la minoritaria

data\_morosos %>% group\_by(estudiante, mora) %>%   
 summarise(cantidad=n())

## `summarise()` has grouped output by 'estudiante'. You can override using the  
## `.groups` argument.

## # A tibble: 4 × 3  
## # Groups: estudiante [2]  
## estudiante mora cantidad  
## <chr> <chr> <int>  
## 1 No No 6850  
## 2 No Yes 206  
## 3 Yes No 2817  
## 4 Yes Yes 127

En los que no son estudiantes, el 96,48% no está en mora (6850/(6850+206)). En los que sí son estudiantes, ese porcentaje baja a 95,69%. Con el modelo observaremos si esa diferencia contribuye a predecir la clase de “mora”

#Cambiamos los Yes y No de la variable mora por 1s y 0s  
mora1\_nomora0<-ifelse(data\_morosos$mora=="Yes",1,0)  
table(mora1\_nomora0)

## mora1\_nomora0  
## 0 1   
## 9667 333

modelo\_logistico <- glm(mora1\_nomora0 ~ balance+ingreso+estudiante,  
 data=data\_morosos, family = "binomial")   
summary(modelo\_logistico)

##   
## Call:  
## glm(formula = mora1\_nomora0 ~ balance + ingreso + estudiante,   
## family = "binomial", data = data\_morosos)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4691 -0.1418 -0.0557 -0.0203 3.7383   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.087e+01 4.923e-01 -22.080 < 2e-16 \*\*\*  
## balance 5.737e-03 2.319e-04 24.738 < 2e-16 \*\*\*  
## ingreso 3.033e-06 8.203e-06 0.370 0.71152   
## estudianteYes -6.468e-01 2.363e-01 -2.738 0.00619 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1571.5 on 9996 degrees of freedom  
## AIC: 1579.5  
##   
## Number of Fisher Scoring iterations: 8

El modelo arroja como variables significativas balance y estudiante, ya que el p-valor es menor a 0,05, mientras que ingreso tiene un p-valor de 0,7, indicando que no es significativa

#Generamos los intervalos de confianza del Odds Ratio   
exp(confint(object = modelo\_logistico, level = 0.95))

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) 7.074481e-06 0.0000487808  
## balance 1.005309e+00 1.0062238757  
## ingreso 9.999870e-01 1.0000191246  
## estudianteYes 3.298827e-01 0.8334223982

Observamos lo mismo, ya que el intervalo de confianza del Odds ratio de ingreso incluye al 1, mientras que balance está por arriba del 1, y estudiantesSi por debajo del 1

Generamos el modelo final con las variables significativas, analizando si la interacción es significativa

modelo\_logistico\_inter <- glm(mora1\_nomora0 ~ balance\*estudiante,  
 data=data\_morosos, family = "binomial")   
summary(modelo\_logistico\_inter)

##   
## Call:  
## glm(formula = mora1\_nomora0 ~ balance \* estudiante, family = "binomial",   
## data = data\_morosos)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4839 -0.1415 -0.0553 -0.0202 3.7628   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.087e+01 4.640e-01 -23.438 <2e-16 \*\*\*  
## balance 5.819e-03 2.937e-04 19.812 <2e-16 \*\*\*  
## estudianteYes -3.512e-01 8.037e-01 -0.437 0.662   
## balance:estudianteYes -2.196e-04 4.781e-04 -0.459 0.646   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1571.5 on 9996 degrees of freedom  
## AIC: 1579.5  
##   
## Number of Fisher Scoring iterations: 8

Observamos que la interacción no es significativa, por lo que en el modelo final no incluiremos la interacción, ni la variable ingreso descartada previamente, y conservamos las variables balance y estudiante que resultaron significativas

modelo\_logistico\_final <- glm(mora1\_nomora0 ~ balance+estudiante,  
 data=data\_morosos, family = "binomial")   
summary(modelo\_logistico\_final)

##   
## Call:  
## glm(formula = mora1\_nomora0 ~ balance + estudiante, family = "binomial",   
## data = data\_morosos)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4578 -0.1422 -0.0559 -0.0203 3.7435   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.075e+01 3.692e-01 -29.116 < 2e-16 \*\*\*  
## balance 5.738e-03 2.318e-04 24.750 < 2e-16 \*\*\*  
## estudianteYes -7.149e-01 1.475e-01 -4.846 1.26e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1571.7 on 9997 degrees of freedom  
## AIC: 1577.7  
##   
## Number of Fisher Scoring iterations: 8

Comprobamos que las dos variables son significativas

### 2. Evaluar la calidad de ajuste del modelo con al menos dos criterios distintos.

Utilizando Test de Hosmer- Lemeshow:

#Utilizando Test de Hosmer- Lemeshow  
ResourceSelection::hoslem.test(mora1\_nomora0, fitted(modelo\_logistico\_final))

##   
## Hosmer and Lemeshow goodness of fit (GOF) test  
##   
## data: mora1\_nomora0, fitted(modelo\_logistico\_final)  
## X-squared = 3.3586, df = 8, p-value = 0.9099

Observamos que en el Test de Hosmer- Lemeshow no se rechaza la hipótesis nula que sostiene que la distribución de observados y predichos es similar

Evaluando por curva ROC:

# Se obtienen las probabilidades predichas para cada clase   
predicciones <- predict(object = modelo\_logistico\_final, newdata = data\_morosos, type = "response")   
curva\_roc <- pROC::roc(response = mora1\_nomora0, predictor = predicciones)

## Setting levels: control = 0, case = 1

## Setting direction: controls < cases

curva\_roc

##   
## Call:  
## roc.default(response = mora1\_nomora0, predictor = predicciones)  
##   
## Data: predicciones in 9667 controls (mora1\_nomora0 0) < 333 cases (mora1\_nomora0 1).  
## Area under the curve: 0.9495

# Gráfico de la curva   
#plot(curva\_roc)  
plot(curva\_roc,col="red",lwd=2,main="ROC test")  
legend("bottomright",legend=paste("AUC=",round(pROC::auc(curva\_roc),4)))

![](data:image/png;base64,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)

Vemos que el valor de Área Bajo la Curva ROC es superior a 0,5 y cercano a 1, lo que indica una buena calidad de ajuste Debido a que en el punto 1 vimos que hay un gran desbalance de clases, vamos a incorporar también la métrica de recall o sensibilidad, que nos permite evaluar cuántos de los positivos identifica nuestro modelo (siendo los positivos en este caso la clase mayoritaria)

predicciones <- ifelse(test = modelo\_logistico\_final$fitted.values > 0.5, yes = 1, no = 0)   
matriz\_confusion <- table(mora1\_nomora0, predicciones, dnn = c("observaciones", "predicciones"))   
matriz\_confusion

## predicciones  
## observaciones 0 1  
## 0 9628 39  
## 1 228 105

vcd::mosaic(matriz\_confusion, shade = T, colorize = T, gp = grid::gpar(fill = matrix(c("green3", "red2", "red2", "green3"), 2, 2)))
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sensibilidad <- matriz\_confusion[4]/(matriz\_confusion[4] + matriz\_confusion[2])  
sensibilidad

## [1] 0.3153153

Observamos que el recall o sensibilidad del modelo es de apenas 31,53%, lo que muestra que el modelo no clasifica correctamente a la clase positiva (mora=Si)

### 3. Interpretar los coeficientes del modelo elegido.

coef\_balance <- modelo\_logistico\_final$coefficients["balance"]  
OR\_balance <- exp(coef\_balance)  
coef\_estudianteSI <- modelo\_logistico\_final$coefficients["estudianteYes"]  
OR\_estudianteSI <- exp(coef\_estudianteSI)  
  
coef\_balance

## balance   
## 0.005738104

OR\_balance

## balance   
## 1.005755

coef\_estudianteSI

## estudianteYes   
## -0.7148776

OR\_estudianteSI

## estudianteYes   
## 0.489252

a) El coeficiente asociado a balance es positivo, lo que nos indica que la probabilidad de mora aumenta con el aumento del balance (saldo al 31/12 pasado). b) El coeficiente de balance es 0.005738104, lo que arroja un Odds Ratio de 1.005755. Esto implica que el odds u oportunidad para balance = X +1 es 1.005755 el odds de balance = x c)El coeficiente asociado a estudianteSi es negativo, lo que indica que la probabilidad de mora disminuye cuando se trata de un estudiante. El Odds Ratio para estudianteSI es de 0.489252, lo que implica que el odds de mora para un estudiante es 0.489 veces el odds de mora en un no estudiante. d)Como el cambio de odds entre los estudiantes y no estudiantes no depende del valor de la otra variable (balance), decimos también “independientemente” del valor de la variable balance

### 4. Evaluar la calidad de clasificacion y compararlo con otro método de clasificación.

Acá tengo duda de qué otro método de clasificación comparar??