文本自动校对技术研究综述
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**【摘要】**概述了文本自动校对技术的产生背景，分析了中西文文本的各自特点以及它们之间的异同，对中西文文本校对的技术难点和解决方法以及国内外的研究现状进行了回顾和讦述，探讨了文本校对技术未来的发展方向及需要解决的问题。
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**1  引言**

文本自动校对是自然语言处理的主要应用领域之一。早在20世纪60年代，国外就开展了英文文本的自动校对研究；IBMThomasJ．Watson研究中心首先于1960年在IBM／360和IBM／370用UNIX实现了一个TYPO英文拼写检查器；1971年，斯坦福大学的RalphGorin在DEC—10机上实现了一个英文拼写检查程序SpellL。多年来，随着计算机技术的不断发展，新的输入技术不断涌现，如OCR识别、语音识别。开展拼写错误校对的研究更加迫切，这方面的研究也在不断取得进展，部分成果已经商品化，目前流行的一些文字处理软件(如Word，Wordpefect等)也都嵌入了英文拼写检查功能。国际互联网上还能见到ExpertEase公司推出的DealProof，Newton公司推出的Proofread等英文单词拼写检查系统。

国内在中文文本校对方面的研究始于20世纪90年代初期，但发展速度较快。目前有许多科技公司和高等院校或研究机构都投入了一定的人力和财力开展这方面的研究，并取得了一些较好的成果，且有部分成果已经商品化，如黑马校对系统、金山校对系统、工智校对通等。本文就文本自动校对技术的国内外发展状况进行了研究。

**2  文本中的常见错误类型分析**

**2．1常见的文字录入技术**

目前，常见的文字录入技术和方法主要有键盘录入、语音识别、OCR识别、手写识别。其中由于键盘录入和OCR识别速度快、准确率高，成为文字录入的主要手段。对于中文来说，由于字符集太大，人们研究了许多种输入法间接将汉字送人计算机。目前比较流行且影响较大的输入法有五笔字型输入法、微软拼音输入法、智能狂拼输入法、智能ABC等。OCR识别也是一种常用的输入技术，但这种输入技术主要用于书写比较]：整的手写稿或印刷稿输入，速度极快，目前字迹清晰的印刷稿的识别正确率已在98％以上，手写体的识别正确率还比较低，识别后处理或校对的任务也比较繁重。

除了原稿中的错误外，电子文本中的错误主要来自输入过程。尤其对中文来说，文中的错误还和所使用的输入法密切相关，因此，有必要对这些输入法产生的错误及形式进行分析。

**2．2键盘录入导致的中英文文本错误分析**

在应用键盘录入英文字符时，常见的错误有以下几种：非词错误、真词错误和句法语义错误。非词错误是指文本中那些被词边界分隔出的字符串，根本就不是词典中的词。如下面的输入错误：them→tehm，the→thr，partlhon→patition，study→Stud-dy等就是非词错误，造成这种错误的原因是由于指法错误或粗心造成的，这些错误可以概括为替换错误、易位错误、丢失错误和插入错误等。真词错误是由于输入人员的粗心或指法错误所形成的字符串，虽不是想要的单词，但却是在词典中能够查到的真正的单词。如在输入from时由于发生了易位错误，使from变成了form，而form是词典中的词；若在输入employer时由于字符r和e相邻，很可能将r输成e就得到employee，得到的字符串是词典中的单词，但词义相反。真词错误往往会导致所输入的问与上下文搭配不当，不是当前语境中所需要的词，如“IcomeformBeijing'’中的“form”应为"from”。句法语义错误往往是由于真词错误造成的，或由于原稿本身存在语法错误，或输入时丢失了某个单词甚至串行或丢失一整行。通常人们将“非词错误”称为单词错误，而将“真词错误”称为上下文相关的文本错误。

在应用键盘录入汉字时，由于汉字数量远远大于键盘上键的数量，所以必须采用编码输入法。常用的编码输入法有五笔字型输入法和拼音输入法(包括全拼、双拼、智能ABC、智能狂拼等)。与英文不同，汉语输入不会发生非字错误，能输入到计算机中的字必在汉字库中，因此，汉语文本中只会出现由于替换、易位、丢失、插入而导致的上下文相关错误或句法语义错误。使用五笔字型法输入文字时产生的错字往往与原字形相似，或者它们的编码相近，如由于手型不规范将d，f，g，h弄错，导致将“居(nd)”输成“导(nf)”；而使用各种拼音法产生的错误，其音相同或相似，如“计算机用户”输成“计算机拥护”。

2．3OCR，识别导致的中英文本错误分析在应用OCR技术输入文字时，常见的错误主要有拒识和误识两种情况。由于识别系统识别的字数有限，对一些生僻字会拒识，如“校雠学”被识别为“校x学”。而对于那些形近或形似的英文字符或汉字则容易产生误识，如英文字母“D”被识别为“O”，字母“l”被识别为数字“[”，“已经”被识别为“已经”，“孔子曰”被识别为“孔子日”等。

除了输入过程中造成的错误以外，还有一种错误就是在文稿形成过程中由于写作人员的疏忽和大意造成的原稿错误，如写错别字、搭配不当、结构残缺和标点符号错误等。“像片”被作者写为“象片”，“为人类做出贡献”被写为“为人类作出贡献”等。

**3  英文文本中的错误发现与纠错方法**

**3．1单词错误的发现与纠错**

英文文本中单词错误的检测发现方法目前主要有两种，即N-gram分析法和查词典法。一般情况下，N-gram错误检测技术对输入串中的每一个n元串(n一般取2或3)在事先编辑好的—个N-gram表中进行查找，看它是否在表中存在或它的出现频次，那些不存在或出现频次非常低的n元串被认为是可能的拼写错误，如“hj”或“het”就是错误的三元串。N-gram分析法通常需要一个词典或大规模的文本语料以便事先编辑N—gram表。查词典法主要是检查所输入的n元串是否在词典或可接受的词表中，如果不在词典中，则将该输入串标志为一个拼写错误的词。由于墓于查词典法的校对系统查错精度高，因此，是目前较为流行的错误检测技术。考虑到存取速度，当词典规模较大时，为了提高查错速度，有效的词典查找算法也是人们研究的重点。

单词错误的纠错方法已经有很多研究，主要有误拼词典法、词形距离法、最小编辑距离法、相似键法、骨架键法、基于规则的技术、词典及神经网络技术。

(1)误拼字典法。收集大规模真实文本中拼写出错的英文单词并给出相应的正确拼写，建造一个无歧义的误拼字典。在进行英文单词拼写检查时，查找误拼字典，如命中，则说明该单词拼写有误，该词的正确拼写字段为纠错建议。该方法的特点是侦错和纠错一体化，效率高。但英文拼写错误具有随机性，很难保证误拼字典的无歧义性和全面性，因此查准率低、校对效果差。

(2)词形距离法。这是一种基于最大相似度和最小串间距离的英文校对法。其核心思想是构造单词的似然性函数，如该单词在词典中，则单词拼写正确；否则，按照似然性函数，在词典中找到一个与误拼单词最相似的词作为纠错候选词，该方法的特点是节省存储空间，能反映一定的常见拼写错误统计规律，是一种模糊校对法。

(3)最小编辑距离法。通过计算误拼字符串与问典中某个词间的最小编辑距离来确定纠错候选词。所谓最小编辑距离是指将一个词串转换为另一个词串所需的最少的编辑操作次数(编辑操作是指插入、删除、易位和替换等)。还有人提出了反向最小编辑距离法，这种力‘法首先对每个可能的单个错误进行交换排列，生成一个候选集，然后，通过查词典看哪些是有效的单词，并将这些有效的单词作为误拼串的纠错建议。

(4)相似键法。相似键技术是将每个字符串与一个键相对应，使那些拼写相似的字符串具有相同或相似的键，当计算出某个误拼字符串的键值之后，它将给出—个指针，指向所有与该误拼字符串相似的单问，并将它们作为给误拼字符串的纠错建议。

(5)骨架键法。通过构建骨架键词典，在英文单问出现错误时，先抽取出该错误单词的骨架键，然后再去查骨架键词典，将词典中与该单词具有相同骨架键的正确单词作为该单词的纠错建议。

(6)N-gram法。基于n元文法，通过对大规模英文文本的统计得到单词与单词间的转移概率矩阵。当检测到某英文单词不在词典中时，查转移概率矩阵，取转移概率大于某给定阈值的单词为纠错建议。

(7)基于规则的技术。利用规则的形式将通常的拼写错误模式进行表示，这些规则可用来将拼写错误变换为有效的单词。对于一个误拼字符串，应用所有合适的规则从词典中找到一些与之对应的单词作为结果，并对每个结果根据事先赋予生成它的规则的概率估计计算一个数值，根据这个数值对所有候选结果排序。

**3．2上下文相关错误的纠错方法**

上下文相关的文本错误即真词错误，其校对要比单词拼写错误校对困难得多。上下文相关的拼写校对不仅要修正那些“经典”的拼写错误类型，比如同音词错误(如peace与piece)和字母排序错误(如form与from)，而且还要修正那些常见的语法错误(如among与between)和词边界混淆的错误(如maybe与maybe)。因为真词错误的出错字符串是词典中的正确词，所以针对单词拼写错误的校对方法在这里不一定适用，要对这类错误进行校对，必须使用上下文信息来判定哪些词在文本中出现是不合理的，这些词可能就是潜在的错误。上下文相关错误的校对较之单词误拼的校对要困难得多，它与自然语言理解的研究紧密相连。受自然语言理解技术进展的影响，文本错误的校对技术目前还没有大的突破。现有的基于上下文的文本错误校对方法有三类：①利用文本的特征，如字形特征、词性特征或上下文特征②利用概率统计特性进行上下文接续关系的分析③利用规则或语言学知识，如语法规则、词搭配规则等。

(1)利用文本上下文的同现与搭配特征

可以将文本的校对过程描述为词排歧过程。若称待校对的词为目标词，则建立混淆集C二{wl，…，W。}，其中的每个词W1均与文本中的目标词容易发生混淆或歧义。如假设C二{kom，form}，如果在文本中出现from或form时，就将它看作是一个from与form之间的歧义，校对的任务就是根据上下文决定哪个词是我们想要的词。上下文相关的校对问题由语句和语句中要被校正的词构成，Bayesian方法和基于Winnow的方法都是将这样的问题表示成有效特征表，每一个有效特征表示目标词的上下文中有一个特殊的语言学模式存在。目前常使用的特征有两种类型：上下文的词和词的搭配。上下文词特征用来检查在目标词周围的：A个词的范围内是否有特殊词存在；词搭配则用来检测在目标词的周围J个相邻词和／或同性标注的状态。如假没目标词的混淆集为{weather，whether}，若置A=10，l=2，目标词的可用特征包括：

①目标词前后10个词范围内的cloudy；

②当前词后为t。+动问。

特征①就预示着当前问应为weather；而②则用来检查词搭配，它表明当前问后紧接着一个“to+动词”的结构，表明当前词应取whether(如Idon’tknowwhethertolaughorcry)。在这种方法中，主要要解决的问题包括混淆集的求取；目标词所在上下文中特征的表示，即如何将语句的初始文本表示转换为有效特征。

基于词语同现与搭配特征的校对方法有很多种，较好的有Bayesian方法ll和基于Winnow方法。各种N-gram模型，如长距离N-gram、触发对N-gram等模型，都可以利用目标词上下文中的词同现特征或搭配特征，采用最大似然估计法、互信息、相关度等方法检测文本中的错误，并通过相邻词间的转移概率确定纠错候选词，实现对目标词的校正。

(2)利用规则或语言学知识

这种技术利用语言学家的语言学知识或句法语义规则去纠正文本中出现的错误。在基于语言学知识或规则的技术中，随着分析过程的进展，系统将依据句法、语义和篇章结构知识，建立一个它希望在下一个位置看到的词的列表，如果输入字符串的下一字符不在所期望的字符列表中，则系统就认为检测到了一个错误，并从其期望词表中选择一个词作为对其进行修下的候选问。

**4  中文文本中的错误类型与校对技术**

**4．1中文与西文的差别及处理难点**

大多数西文都是表音文字，而汉语是表意文字，它们之间有着很多的不同：①文本结构不同。英语文本中词与词之间有空格，而汉语文本无空格。②词结构不同。英语的词有形态变化(时、数、量)，而汉语缺少形态变化且汉语词类与句法成分之间不存在某种简单的对应关系。③字符进入计算机的方式不同。英文单词进入计算机是按字母一个个地录入，而中文字符进人计算机只能借助汉字编码。这种输入过程不可能产生拼写错误，即显示在计算机屏幕上的每个汉字都必须是汉字编码字符集中的一个单字，绝不会是缺一点少一捺的错字。因此，中文输入不会产生“非字错误”，只能产生别字错误，这些错误往往与要输人的宇或词音同、音近或形近。④字符集规模的差异。英文的字符集是26个字母加标点符号，而汉语字符集则是一个包含了超过6763个汉字符的大字符集，这将导致在应用语言模型时参数计算的极大困难。正是由于汉语和西文的差异，导致汉语文本的处理要比西文文本复杂得多。由于汉语没有“非字错误”，因此，其校对只能是基于上下文的相关性来实现。汉语处理中的主要难点，如文本的切分、标注的歧义处理以及未登录词的识别等，也会反映到中文文本自动校对技术的研究当中，直接影响着中文文本校对时所进行的语法、语义分析的质量，进而影响召回率与查准率。

**4．2中文校对技术的现状**

国内在文本自动校对方面的研究主要是针对汉语文本开展的。因为中文文本校对主要面向的是含有错误的文本，因此，汉语自然语言理解的研究也就成了计算机中文文本自动校对的基础。由于汉语与英语本质上的不同，在对中文文本进行查错/纠错分析时，必须要基于自然语言的理解技术，通过研究上下文间的依存关系才能实现，这显然是比较复杂和困难的，某些适于英文单词校对的技术和方法对汉语文本并不太适用。目前，国内有不少单位另：展了中文文本校对理论和技术的研究，除了微软亚洲研究院、IBM中国研究中心、哈尔滨工业大学、清华大学、东北大学、北京师范大学、北京工业大学、山西大学等科研院所外，一些有实力的高新技术公司，如北京黑马电子新技术公司、北大方正公司、金山公司等都开展了中文文本校对软件的研究与开发。

**4．2．1自动查错的研究状况**

就目前现有的与中文校对相关的文献来看，国内在自动文本查错方面主要采用三种方法：①利用文本上下文的字、词和词性等局部语言特征，包括词性特征、同现特征或相：互依存特征”，甚至包括字形特征等；②利用转移概率对相邻词间的接续关系进行分析；③利用规则或语言学知识，如语法规则、词搭配规则等。其实，这些方法之间没有严格的界限，甚至一般足混合使用的。

(1)基于上下文的局部语言特征

微软中国研究院设计实现了一个基于多特征的中文自动校对方法，它综合考虑了汉语文本叫中字、词和词性的局部语言特征以及K距离的语言特征，并采用Winnow方法进行特征学习，利用这些上下文特征对目标闷混淆集，中的词进行选择。具主要难点是如何将目标浯句转换为多元有效特征以及混淆集的获取”。哈尔滨工业大学将对被校对的句子中的每个字词寻找其可能的候选，构成句子的字词候选矩阵，在此基础上，利用语言本身所具有的结构特征与统计特征，从候选矩阵中选出句子的最佳字词候选序列，将其与原句对照，找出错误的字词，并以第一候选加以改正。语言结构特征的获取则应用‘元规则对字词候选矩阵中的字词进行捆绑与剪枝，形成语言结构元素，并将其构成元素格子图，然后借助文本统计特征，应用Markov模型从语言结构元素格子图中寻找一条最佳的元素路径，即为从候选矩阵中寻找的待校对语句的最佳句子。该方法的关键是候选矩阵构造以及语言结构特征的获取，由于候选矩阵中只选择了同，音字，因而，目前仅适于校对拼音输入法形成的文本。其主要难点在于特征的统一表示与格子图中的有效候选路径的求取。

(2)基于规则

北京师范大学利用校正文法规则对文稿进行校对，若句子满足校正文法规则，则根据规则把相应字词标记错误，但有限的规则很难覆盖大量难以预料的错误现象，查错能力有限。哈尔滨工业大学则以小句为单位，对汉语句子进行三遍扫描，通过自动分词、自动识别生词、用短语规则将单字同散串合成短语，逐步把正确的字符串捆扎起来，将不能捆绑的剩余单字符串判定为错误。其不足之处是有限的短语捆扎规则难以覆盖大量的语言现象，短语的捆扎缺乏定量的判断依据，查错算法只能查出单宁(串)错误，不能查出多字问的替换错误，比如“用户社会主义制度”这样的错误就无法查出。吴岩等人还提出了一种问匹配和语法分析相结合的校对方法。采用规则与统计相结合的方法，不使用大规模语料库，通过逆向最大匹配和局部语料统计算法发现散串，并对散串进行词匹配和语法分析处理，进而发现候选错误字串，由人机交互的方法对错误串进行自动校正，取得了较高的查错率。

(3)基于统计

张照煌提出一种利用综合近似字集替换，并用统计语言模型评分的方法，其基本思想足以事先整理好字形、字音、字义或输入码相近字的综合近似字集替换待校对句子中的每个汉字，产生许多候选字符串(或许多路径)，利用统计语言模型对各候选字符串评分，将评分最高的字符串与待校对文本中的句子进行对照，即可发现错误之所在并提供相对应的正确字。该方法的难点是如何整理综合近似字集，且若近似字集较大的话，训—算量是非常大的；其不足之处是只能校对所谓的别字错误，对多字、漏字、易位等错误难以发现。东北大学提出了一种混合文本校对方法HMCTC，采用模式匹配方法进行最长匹配分词，发现长词错误；然后根据类三元语法，将与前后相邻词同现频率乘积小于一定阈值的词标记为错误；最后对词进行语法属性标注，在不可能的语法标注序列字词处作错误标记。其缺点是基于词语同现频率的查错判据受限于训练语料的大小和语料选取的领域，且词语同现频率数据的获取需要大规模经过切分的熟语料，而这样的熟语料是难以获得的。清华大学利用语料库统计知识指导文本校对，以句为单位，把句子看作字段和词段，对字段计算字段平均字频、字段平均转移概率；对词段计算词间字转移概率、词性转移概率，将转移概率作为查错判据，把转移概率小于阈值的字或词作为查出的错误。其中，查错判据是自动查错研究的核心，仍有待于进一步研究。北京工业大学计算机学院在对大规模语料库的统计分析基础上，构建了二字结构工程并引人人名、地名辨识规则，利用词语类间的接续关系进行查错，对人名、地名误报率低。

**4．2．2自动纠错的研究状况**

自动纠错是文本自动校对的一个重要组成部分，它为自动查错时侦测出的错误字符串提供修改建议，辅助用户改正错误。修改建议的有效性是衡量自动纠错性能的主要指标，它有两点要求：①提供的修改建议中应该含有正确或合理的建议；②正确或合理的修改建议应尽可能排列在所有建议的前面。因此，纠错修改建议的产生算法及排序算法是自动纠错研究的两个核心课题。

由于中文文本自动校对理论和技术尚不太成熟，自动纠错研究的论述还不多见。东北大学采用模式匹配方法对长词进行纠错处理，但没有充分利用出错字符串的特征，算法计算量大。IBM中国研究中心提出一种替换字表结合主词典，通过加字和换字对侦测出来的错误字符串提供修改建议的纠错算法，但该算法的纠错建议局限于替换字表，没有考虑。卜下文启发信息，主要考虑对错字这种错误类型进行纠错，对漏字、多字、易位、多字替换、英文单词拼写等错误类型的纠错能力较弱。山西大学提出了一种墓于似然匹配的纠错建议候选集产生算法，对漏字、多字、易位、多字替换等错误类型的纠错能力有了较大的提高。

**5  中文文本自动校对存在的问题与对策**

经过多年的研究，已有一些商品化的文本自动校对软件在出版印刷界得到一定程度的应用，如黑马校对系统、方正金山校对系统等。但与机器翻泽—样，文本自动校对技术是建立在自然语言理解技术的基础之上的，是一个难度很大的研究课题，系统的错误召回率和准确率都比较低(召回率小于70％，准确率小于40％)，纠错建议的有效率或首选正确率也很低，与用户的要求还有较大差距，故其技术还有待进一步研究。

造成中文文本自动校对技术召回率和准确率较低的原因有如下几点：①中文文本中的错误都是“真字错误”，针对英文比较有效的单词查错和纠错技术在中文中不太适用；②目前基于上下文的自动查错技术主要还是字词级的水平，使用的查错语言模型是字词级的简单统计模型(如Bigram或Trigram)，利用的语言学知识不够丰富，对于更高级(如句子级)的错误很难查出；③尽管实践已经证明，有指导的统计方法是建立自然语言应用系统模型的有效手段，但用于语言模型训练的切分／标注的大规模语料很难获得，因而由于数据稀疏而导致模型训练得不够充分；④目前的自动校对技术研究重查错轻纠错，很多使用中的校对系统对查出的错误给不出纠错建议，或给出的纠错建议很不准确。

针对中文文本的上述问题，我们认为自动校对技术的研究应在以下几方面得到加强：

(1)加强句法、语义层次的校对策略研究，与目前研究较多的词汇级校对策略相结合，从而能够检查以往无法查出的错误。汉语的词类没有形态的变化，词类和句法成分之间不存在简单的对应关系，汉语的词序又非常灵活，汉语的这些特点使得汉语的语法分析存在很大的难度，而面向错误文本的句法分析与错误检查难度会更大，采用什么样的方法既可以降低句法分析难度又能够满足文本错误检测的要求需要很好地研究。语义问题是语言学与语言信息处理研究中的薄弱环节，而已公开的利用语义信息实现文本校对的研究成果很少，语义错误检查在中文文本校对系统中仍相当困难，但并不是说语义校对无从着手，如通过义素分析法或语义文法，或许能帮助对文本校对中的语义错误进行检查，但这首先需要对文本进行词义排歧与标注，这方面仍需深入研究。

(2)查错后的纠错处理是校对系统的重要组成部分，目前对如何产生纠错候选词的研究以及如何对纠错候选词的排序方法的研究还不是很多。这方面的研究也涉及到上下文，况且面对的错误可能是多字、漏字、易位或多字替换等各种类型，而对所生成的多个候选词的排序又依赖于目标词所在的上下文。这方面的研究需要不断深入。

(3)加强自然语言处理的基础研究。构建信息丰富的综合语言知识库，包括标注完整的大规模语料库的建设，这涉及词语切分、标注和未登录词识别等问题，切分和标注中歧义排除本身就是非常难的问题。

(4)加强从语言知识库中获取文本自动查错知识的机器学习方法研究。根据中文文本的特点，研究面向中文文本自动查错和纠错的计算语言模型。如何抽取语言知识库中的各种特征，进而获得构建文本查错语言模型的知识，如何将文本中蕴涵的语言学特征与统计特征相结合建立更有效的查错与纠错模型还需进一步研究。

**【参考文献】（略）**

**文章选自《计算机应用研究》（2006.6）**