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## Introduction

In this task we have to classify the papers which are labeled as ‘disputed’. The two output classes are ‘Hamilton’ and ‘Madison’. This is a classification problem. We are going to use the Decision Tree algorithm to solve this problem. First we will train our algorithm with the labeled data and then once the model is ready we will predict the class of the ‘disputed’ papers.

## Loading required libraries

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(rpart.plot)

## Warning: package 'rpart.plot' was built under R version 4.0.4

## Loading required package: rpart

library(rpart)  
library(splitTools)

## Warning: package 'splitTools' was built under R version 4.0.4

library(ranger)

## Warning: package 'ranger' was built under R version 4.0.4

library(tidyverse)

## Warning: package 'tidyverse' was built under R version 4.0.4

## -- Attaching packages --------------------------------------- tidyverse 1.3.0 --

## v ggplot2 3.3.3 v purrr 0.3.4  
## v tibble 3.0.6 v stringr 1.4.0  
## v tidyr 1.1.2 v forcats 0.5.1  
## v readr 1.4.0

## Warning: package 'readr' was built under R version 4.0.4

## Warning: package 'forcats' was built under R version 4.0.4

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(caret)

## Warning: package 'caret' was built under R version 4.0.4

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

set.seed(102)

## Loading data and pre-processing steps

After we load the data we will create a dataset call test\_disputed. This will contain all the papers which are marked as ‘disputed’. At the end we have to finally use our model to predict these papers. To train our model we then filter out the papers which belong to ‘Hamilton’ and ‘Madison’ and call it filtered\_data.

data<-read.csv(file ='HW4-data-fedPapers85.csv')  
  
test\_disputed=data[data$author=='dispt',]  
test\_disputed\_file\_name=test\_disputed$filename  
test\_disputed$filename<-NULL  
  
filtered\_data=data[data$author=='Hamilton' | data$author=='Madison',]  
filtered\_data\_file\_name=filtered\_data$filename  
filtered\_data$filename<-NULL

## Validation Set Approach

The first approach which we are going to use is Validation set approach. In this we split our training data into two parts - train and test. While splitting the data up we need to ensure that the target variable, in our case it is ‘author’ maintains it’s distribution. In other words, the ratio of occurrences of ‘Madison’ to ‘Hamilton’ remain similar across our train as well as our test split with respect to our original dataset.

So to summarize:   
train - It contains the data which we will train our model on.   
test - We will validate our model on this data to see it’s performace. This is the data the model will not see while training.   
test\_disputed - This dataset contains the data of the ‘disputed’ papers.

#Breaking down into train and validation set.  
inds <- partition(filtered\_data$author, p = c(train = 0.80, test = 0.20))  
  
train<-filtered\_data[inds$train,]  
test<-filtered\_data[inds$test,]  
print('Training Data distribution')

## [1] "Training Data distribution"

table(train$author)

##   
## Hamilton Madison   
## 40 12

print('Testing Data distribution')

## [1] "Testing Data distribution"

table(test$author)

##   
## Hamilton Madison   
## 11 3

**Note:**Interpreting the Trees in this report  
The label on the node indicates the class output for the observation if it ended on that node. The number’s below it indicate the miss-classified instances in that node while training. So something like 0/41 tells us that out of 41 observations 0 were miss-classified.

Base Model:   
Our model gets one observation wrong on the training data which can be observed from the Tree visualization. On the test data our model performs perfectly.  
On the disputed dataset, it classifies all papers as ‘Madison’.

fit <- rpart(author~., data = train, method = 'class')  
rpart.plot(fit,extra=3)
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Prediction

predict\_unseen <-predict(fit, test[,c(-1)], type = 'class')  
  
print('Lets see our performance on the test set that we created')

## [1] "Lets see our performance on the test set that we created"

confusionMatrix(table(test$author,predict\_unseen))

## Confusion Matrix and Statistics  
##   
## predict\_unseen  
## Hamilton Madison  
## Hamilton 11 0  
## Madison 0 3  
##   
## Accuracy : 1   
## 95% CI : (0.7684, 1)  
## No Information Rate : 0.7857   
## P-Value [Acc > NIR] : 0.03417   
##   
## Kappa : 1   
##   
## Mcnemar's Test P-Value : NA   
##   
## Sensitivity : 1.0000   
## Specificity : 1.0000   
## Pos Pred Value : 1.0000   
## Neg Pred Value : 1.0000   
## Prevalence : 0.7857   
## Detection Rate : 0.7857   
## Detection Prevalence : 0.7857   
## Balanced Accuracy : 1.0000   
##   
## 'Positive' Class : Hamilton   
##

print('Prediction on disputed dataset')

## [1] "Prediction on disputed dataset"

table(predict(fit,test\_disputed[,c(-1)],type='class'))

##   
## Hamilton Madison   
## 0 11

Changing parameters manually

fit <- rpart(author~., data = train, method = 'class',   
 minbucket =2,parms = list(split = 'information'),maxdepth= 5)  
rpart.plot(fit,extra=3)
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Prediction on the validation set. It does pretty good. It’s the same performance as the base model.

predict\_unseen <-predict(fit, test[,c(-1)], type = 'class')  
confusionMatrix(table(test$author,predict\_unseen))

## Confusion Matrix and Statistics  
##   
## predict\_unseen  
## Hamilton Madison  
## Hamilton 11 0  
## Madison 0 3  
##   
## Accuracy : 1   
## 95% CI : (0.7684, 1)  
## No Information Rate : 0.7857   
## P-Value [Acc > NIR] : 0.03417   
##   
## Kappa : 1   
##   
## Mcnemar's Test P-Value : NA   
##   
## Sensitivity : 1.0000   
## Specificity : 1.0000   
## Pos Pred Value : 1.0000   
## Neg Pred Value : 1.0000   
## Prevalence : 0.7857   
## Detection Rate : 0.7857   
## Detection Prevalence : 0.7857   
## Balanced Accuracy : 1.0000   
##   
## 'Positive' Class : Hamilton   
##

Prediction on the on data with disputed papers.

table(predict(fit,test\_disputed[,c(-1)],type='class'))

##   
## Hamilton Madison   
## 0 11

**Note:**   
The model we are using is the ‘rpart’ model. Let’s look at its various hyperparameters.

modelLookup('rpart')

## model parameter label forReg forClass probModel  
## 1 rpart cp Complexity Parameter TRUE TRUE TRUE

## 

## K-fold cross validation approach

The problem with our previous approach is that the random split that we did, could give us different answers for a split that we did everytime. The model that we just ran could perform different on another split. We could be lucky in our first split. This is not a right way to conclude results. So the K-fold cross validation approach solves this problem. Here the K we have selected is ‘10’. This means the dataset will be divided into 10 parts where each of the 9 parts would be used for training and the last part would be used for testing.  
Here we also try different values for our hyperparameter ‘cp’. ‘cp’ stands for cost-complexity. It is a penalty applied with respect to the complexity of our tree. A low value of cp would indicate a very complex tree. This process would also tell us the best value for ‘cp’ as well. This is done by the tuneLength parameter in the train function. in our case it is equal to 30. So, 30 values for ‘cp’ will be tried. We use the metric ‘ROC’ to determine the best model.

train\_control <- trainControl(method = "cv",   
 number = 10,  
 summaryFunction = twoClassSummary,  
 classProbs = TRUE)  
model <- train(author~.,data=filtered\_data,   
 method = "rpart",   
 trControl = train\_control,  
 tuneLength=30,  
 metric = "ROC"  
 )  
print(model)

## CART   
##   
## 66 samples  
## 70 predictors  
## 2 classes: 'Hamilton', 'Madison'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 59, 59, 58, 60, 59, 60, ...   
## Resampling results across tuning parameters:  
##   
## cp ROC Sens Spec  
## 0.00000000 0.94 0.98 0.9   
## 0.03218391 0.94 0.98 0.9   
## 0.06436782 0.94 0.98 0.9   
## 0.09655172 0.94 0.98 0.9   
## 0.12873563 0.94 0.98 0.9   
## 0.16091954 0.94 0.98 0.9   
## 0.19310345 0.94 0.98 0.9   
## 0.22528736 0.94 0.98 0.9   
## 0.25747126 0.94 0.98 0.9   
## 0.28965517 0.94 0.98 0.9   
## 0.32183908 0.94 0.98 0.9   
## 0.35402299 0.94 0.98 0.9   
## 0.38620690 0.94 0.98 0.9   
## 0.41839080 0.94 0.98 0.9   
## 0.45057471 0.94 0.98 0.9   
## 0.48275862 0.94 0.98 0.9   
## 0.51494253 0.94 0.98 0.9   
## 0.54712644 0.94 0.98 0.9   
## 0.57931034 0.94 0.98 0.9   
## 0.61149425 0.94 0.98 0.9   
## 0.64367816 0.94 0.98 0.9   
## 0.67586207 0.94 0.98 0.9   
## 0.70804598 0.94 0.98 0.9   
## 0.74022989 0.94 0.98 0.9   
## 0.77241379 0.94 0.98 0.9   
## 0.80459770 0.94 0.98 0.9   
## 0.83678161 0.94 0.98 0.9   
## 0.86896552 0.94 0.98 0.9   
## 0.90114943 0.94 0.98 0.9   
## 0.93333333 0.54 0.98 0.1   
##   
## ROC was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 0.9011494.

plot(model, scales = list(x = list(log = 10)))
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We can observe the best ROC metric to be 0.94 for ‘cp’=0.9011494.

Lets visualize the best model via a tree structure. We observe that during training one example is miss-classified.

rpart.plot(model$finalModel,extra=3)
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Prediction on the disputed papers All the disputed papers are classified as ‘Madison’.

table(predict(model,test\_disputed[,c(-1)]))

##   
## Hamilton Madison   
## 0 11

Let’s take a look at the joint authorship papers Here we can see all the joint authorship papers are also classified as ‘Madison’ This result is similar to our Clustering task as well

predict(fit,data[data$author=='HM',][,c(-1,-2)])

## Hamilton Madison  
## 63 0.07692308 0.9230769  
## 64 0.07692308 0.9230769  
## 65 0.07692308 0.9230769

## 

## Another experiment

I thought we should try the cross-validation process without the word ‘upon’ and see if our model performs better. This is because I see this feature being really strong and wanted to observe the results without it.

filtered\_data$upon<-NULL  
test\_disputed$upon<-NULL  
  
train\_control <- trainControl(method = "cv",   
 number = 10,  
 summaryFunction = twoClassSummary,  
 classProbs = TRUE)  
  
  
  
model <- train(author~.,data=filtered\_data,   
 method = "rpart",   
 trControl = train\_control,  
 tuneLength=30,  
 metric = "ROC"  
)  
print(model)

## CART   
##   
## 66 samples  
## 69 predictors  
## 2 classes: 'Hamilton', 'Madison'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 58, 60, 60, 59, 59, 60, ...   
## Resampling results across tuning parameters:  
##   
## cp ROC Sens Spec  
## 0.00000000 0.8233333 0.8466667 0.8   
## 0.02068966 0.8233333 0.8466667 0.8   
## 0.04137931 0.8233333 0.8466667 0.8   
## 0.06206897 0.8233333 0.8466667 0.8   
## 0.08275862 0.8233333 0.8466667 0.8   
## 0.10344828 0.8233333 0.8466667 0.8   
## 0.12413793 0.8233333 0.8466667 0.8   
## 0.14482759 0.8233333 0.8466667 0.8   
## 0.16551724 0.8233333 0.8466667 0.8   
## 0.18620690 0.8233333 0.8466667 0.8   
## 0.20689655 0.8233333 0.8466667 0.8   
## 0.22758621 0.8233333 0.8466667 0.8   
## 0.24827586 0.8233333 0.8466667 0.8   
## 0.26896552 0.8233333 0.8466667 0.8   
## 0.28965517 0.8233333 0.8466667 0.8   
## 0.31034483 0.8233333 0.8466667 0.8   
## 0.33103448 0.8233333 0.8466667 0.8   
## 0.35172414 0.8233333 0.8466667 0.8   
## 0.37241379 0.8233333 0.8466667 0.8   
## 0.39310345 0.8233333 0.8466667 0.8   
## 0.41379310 0.8233333 0.8466667 0.8   
## 0.43448276 0.8233333 0.8466667 0.8   
## 0.45517241 0.8233333 0.8466667 0.8   
## 0.47586207 0.8233333 0.8466667 0.8   
## 0.49655172 0.8233333 0.8466667 0.8   
## 0.51724138 0.8233333 0.8466667 0.8   
## 0.53793103 0.8233333 0.8466667 0.8   
## 0.55862069 0.7333333 0.8666667 0.6   
## 0.57931034 0.6833333 0.8666667 0.5   
## 0.60000000 0.6833333 0.8666667 0.5   
##   
## ROC was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 0.537931.

plot(model, scales = list(x = list(log = 10)))
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#table(test$author,predict(model,test))  
rpart.plot(model$finalModel,extra=3)

![](data:image/png;base64,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)

table(predict(model,test\_disputed[,c(-1)]))

##   
## Hamilton Madison   
## 5 6

We observe the best ROC metric reach 0.82. This is less than what we had got earlier. Also on the disputed dataset we observe changes. We can say it would be better if we preserved the feature word ‘upon’.

## Conclusion

We can observe that the classification task produces similar results as the clustering task. We take the model created with the K-fold validation approach to be our primary model along the value of ‘cp’ we found. We will also use the word ‘upon’ as one of our features. We can say it is an important feature to classify the papers written by ‘Hamilton’ and ‘Madison’.