第一大题为概念简单题，选5个

第二到第十题为问答和计算题，按之前的卷子应该是六道题目比较合适

第十一题为开放式问答题

所有题目的考察点已经在题目前标出

1. 简答题 （概念题选五个）

1. 两个仅包含二元属性的对象之间的相似性度量称为相似系数，简述三种(含)以上相似系数的计算方法与应用场景

2.简述关联规则中支持度和置信度的概念，并解释为什么采用这两种度量来表示关联规则的强度

3.简述Apriori算法的计算复杂度受哪些因素影响，并加以解释

4.在分类算法的评价指标中，recall和precision分别是什么含义

5.请写出构建决策树时不纯度度量的三种指标

6.SVM中核函数的作用是什么？

7.介绍k-means 算法对初始点敏感的缺点（可以图示辅助分析）

8.传统的推荐系统算法主要是哪两种？

9.请写出两个social network方向的研究内容，如影响力分析

二、（关联规则）Apriori算法使用产生—计数的策略找出频繁项集。通过合并一对大小为k的频繁项集得到一个大小为k+1的候选项集（称作候选产生步骤）。在候选项集剪枝步骤中，如果一个候选项集的任何一个子集是不频繁的，则该候选项集将被丢弃。假定将Apriori算法用于表中所示数据集，最小支持度为30%，即任何一个项集在少于3个事务中出现就被认为是非频繁的。

|  |  |
| --- | --- |
| 事务ID | 购买项 |
| 1 | {a,b,d,e} |
| 2 | {b,c,d} |
| 3 | {a,b,d,e} |
| 4 | {a,c,d,e} |
| 5 | {b,c,d,e} |
| 6 | {b,d,e} |
| 7 | {c,d} |
| 8 | {a,b,c} |
| 9 | {a,d,e} |
| 10 | {b,d} |

1. 画出表示表中所示数据的项集格，用下面的字母标记格中的每个结点。

* **N：**如果该项集被Apriori算法认为不是候选项集。一个项集不是候选项集有两种可能的原因：它没有在候选项集产生步骤产生，或它在候选项集产生步骤产生，但是由于它的一个子集是非频繁的而在候选项集简直步骤被丢掉
* **F:** 如果该候选项集被Apriori算法认为是非频繁的
* **I：**如果经过支持度计数后，该候选项集被发现是非频繁的

1. 频繁项集的百分比是多少？（考虑格中所有的项集）
2. 对于该数据集，Apriori算法的剪枝率是多少？（剪枝率定义为由于如下原因不认为是候选的项集所占的百分比：在候选项集产生时未被产生，或在候选剪枝步骤被丢掉）
3. 假警告率是多少？（假警告率是指经过支持度计算后被发现是非频繁的候选项集所占的百分比）

三、（朴素贝叶斯）试由下表的训练数据学习一个朴素贝叶斯分类器并确定x = （2，S）T 的类判别结果y。表中X（1）， X（2）为特征，Y为类标记。

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| X（1） | 1 | 1 | 1 | 2 | 2 | 2 | 3 | 3 |
| X（2） | S | M | M | S | M | M | L | M |
| Y | -1 | -1 | 1 | 1 | -1 | 1 | 1 | 1 |

四、（SVM）已知正例点x1 = (2.5, 2.5)T，x2 = (5, 2)T，负例点x3 = (1.5, 1.5)T，试用SVM对其进行分类，求最大间隔分离超平面，并指出所有的支持向量。

五、（决策树）下表是一个由15个贷款申请训练数据，数据包括贷款申请人的四个特征属性：分别是年龄，是否有工作，是否有自己的房子以及信贷情况，表的最后一列为类别，是否同意贷款。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ID | 年龄 | 有工作 | 有自己的房子 | 信贷情况 | 类别 |
| 1 | 青年 | 否 | 否 | 一般 | 否 |
| 2 | 青年 | 否 | 否 | 好 | 否 |
| 3 | 青年 | 是 | 否 | 好 | 是 |
| 4 | 青年 | 是 | 是 | 一般 | 是 |
| 5 | 青年 | 否 | 否 | 一般 | 否 |
| 6 | 中年 | 否 | 否 | 一般 | 否 |
| 7 | 中年 | 否 | 否 | 好 | 否 |
| 8 | 中年 | 是 | 是 | 好 | 是 |
| 9 | 中年 | 否 | 是 | 非常好 | 是 |
| 10 | 中年 | 否 | 是 | 非常好 | 是 |
| 11 | 老年 | 否 | 是 | 非常好 | 是 |
| 12 | 老年 | 否 | 是 | 好 | 是 |
| 13 | 老年 | 是 | 否 | 好 | 是 |
| 14 | 老年 | 是 | 否 | 非常好 | 是 |
| 15 | 老年 | 否 | 否 | 一般 | 否 |

1）请根据上表的训练数据，以错误率作为划分标准来构建预测是否进行放贷的决策树。

2）按照所构建的决策树，对属性值为（中年，无工作，无自己的房子，信贷情况好）的申请者是否进行放贷

1. 在构建决策树的时候，可能会出现过拟合的问题，有哪些方法可以避免或者解决？
2. 对于含有连续型属性的样本数据，决策树有哪些处理方法？

六、聚类分析（聚类）

1. 在聚类分析中，传统的K-means算法都有哪些局限性？有哪些相应的改进方法？
2. 请简要描述聚类与关联分析的主要相似点和不同点。
3. 请举出一个采用聚类作为主要的数据挖掘方法的实际应用例子。

七、（决策树）证明：在决策树分类方法中，将结点划分为更小的后继结点后，结点熵不会增加

八、（效果评价ROC）请评价两个分类器M1和M2的性能。所选择的测试集包含26个二值属性，记作A到Z。

表中是模型应用到测试集时得到的后验概率（图中只显示正类的后验概率）。因为这是二类问题，所以P(-)=1-P(+),P(-|A,…,Z)=1-P(+|A,…,Z)。假设需要从正类中检测实例

1. 画出M1和M2的ROC曲线（画在一幅图中）。哪个模型更多？给出理由
2. 对模型M1，假设截止阈值t=0.5.换句话说，任何后验概率大于t的测试实例都被看作正例。计算模型在此阈值下的precision，recall和F-score
3. 对模型M2使用相同的截止阈值重复（b）的分析。比较两个模型的F-score，哪个模型更好？所得结果与从ROC曲线中得到的结论一致吗》
4. 使用阈值t=0.1对模型M2重复（b）的分析。t=0.5和t=0.1哪一个阈值更好?该结果和你从ROC曲线中得到的一致吗？

|  |  |  |  |
| --- | --- | --- | --- |
| 实例 | 真实类 | P(+|A,…,Z,M1) | P(-|A,…,Z,M2) |
| 1 | + | 0.73 | 0.61 |
| 2 | + | 0.69 | 0.03 |
| 3 | - | 0.44 | 0.68 |
| 4 | - | 0.55 | 0.31 |
| 5 | + | 0.67 | 0.45 |
| 6 | + | 0.47 | 0.09 |
| 7 | - | 0.08 | 0.38 |
| 8 | - | 0.15 | 0.05 |
| 9 | + | 0.45 | 0.01 |
| 10 | - | 0.35 | 0.04 |

九（频繁项）考虑下面的候选3-项集的集合：{1，2，3}，{1，2，5}，{1，2，6}，{1，3，4}，{2，3，4}，{2，4，5}，{3，4，6}，{4，5，6}

1. 构造以上候选3-项集的Hash树，假定Hash树使用这样一个Hash函数：所有奇数项都被散列到节点的左子女，所有的偶数项都被散列到右子女。一个候选k-项集按照如下方法被插入到Hash树中：散列候选项集中的每个相继项，然后再按照散列值到相应的分支。一旦到达叶节点，候选项集将按照下面的条件插入：

* 条件1：如果该叶节点的深度等于k（假设根节点的深度为0），则不管该节点已经存储了多少项集，将该候选插入该节点
* 条件2：如果该叶节点的深度小于k，则只要该节点存储的项集数不超过maxsize，就把它插入到该叶节点。这里，假定maxsize为2
* 条件3：如果该叶节点的深度小于k且该节点已存储的项集数量超过maxsize，则这个叶节点转变为内部节点，并创建新的叶节点作为老的叶节点的子女。先前老叶节点中存放的候选项集按照散列值分布到其子女中。新的候选项集也按照散列值存储到相应的叶节点

（b）候选Hash树中共多少个叶节点，多少个内部节点？

（c）考虑一个包含项集{1，2，3，4，5，6}的事务，使用（a）所创建的Hash树，则该事务要检查哪些叶节点？该事务包含哪些候选3-项集

十、(ensemble组合方法)请简述构建组合（集成）分类器的几种方法，并说明集成分类器能够改善分类器性能的原因。

十一、（开放课题）现有一个城市的数据集，包括交通卡、交通事故、出租车轨迹、公交车运行、地铁运行、空气质量、气象检测、新浪微博等（具体特征如下表）。

请利用你所学过的机器学习和数据挖掘的方法解决预测该城市空气质量的问题：

1. 哪些数据或者特征可能用到，并简要说明原因
2. 可以使用所学过的哪些机器学习方法解决该问题？
3. 请简要给出一个解决方案（最大限度地利用现有数据）。

|  |  |  |
| --- | --- | --- |
| 序号 | 数据集名称 | 具体数据项 |
| 1 | 城市道路交通指数 | 状态、区域、当前指数、参考指数、指数差值 |
| 2 | 地铁运行数据 | 线路、车站、换乘站数据、首末班车各站时刻表数据、站间运行时间数据、限流车站、封站数据、路网票价矩阵、列车实时到发站台时刻、线路拥挤及阻塞数据、出入口、厕所、残疾电梯数据 |
| 3 | 一卡通乘客刷卡数据 | 卡号、交易日期、交易时间、线路/地铁站点名称、行业名称（公交、地铁、出租、轮渡、P+R停车场）、交易金额、交易性质（非优惠、优惠、无） |
| 4 | 浦东公交车实时数据 | 设备号码,线路编码,站点编码,协议编号,进出站状态,方向,车载上报时间、编码对应表 |
| 5 | 强生出租汽车行车数据 | 车辆ID、GPS时间、经纬度、速度、卫星颗数、营运状态高架状态、制动状态 |
| 6 | 空气质量状况 | 序号，日期，PM2.5，PM10，O3，SO2，NO2，CO，AQI，质量评价，首要污染物 |
| 7 | 气象数据 | 日期、时间、监测点、天气类型、温度、风速、风向、降水量 |
| 8 | 道路事故数据 | 事故ID、事故类型、事故地点、事故时间 |
| 9 | 高架匝道关闭数据 | 匝道ID、位置信息、关闭时间、开放时间 |
| 10 | 新浪微博交通数据 | 涵盖路况、交通工具、天气等与交通相关的关键词的微博信息 |