R Notebook

#Setting Up CRAN Repository

#This sets the CRAN repository to ensure package installation from a reliable source.  
# Set the CRAN Repository  
options(repos = c(CRAN = "https://cloud.r-project.org/"))

#Installing Required Packages

packages <- c("tidyverse", "openxlsx", "knitr", "dplyr", "MASS", "pscl", "pROC", "car", "tidyr", "ggplot2", "corrplot")  
install\_if\_missing <- function(p) {  
 if (!p %in% installed.packages()[, "Package"]) install.packages(p)  
}  
sapply(packages, install\_if\_missing)

## $tidyverse  
## NULL  
##   
## $openxlsx  
## NULL  
##   
## $knitr  
## NULL  
##   
## $dplyr  
## NULL  
##   
## $MASS  
## NULL  
##   
## $pscl  
## NULL  
##   
## $pROC  
## NULL  
##   
## $car  
## NULL  
##   
## $tidyr  
## NULL  
##   
## $ggplot2  
## NULL  
##   
## $corrplot  
## NULL

#Setting the Working Directory and Loading Data

setwd("G:/UMBC\_Academics/HIT\_750\_Data Analytics/Project/Week 1") # Path of Woring directory  
list.files()

## [1] "diabetes\_dataset.csv"   
## [2] "Diabetics\_analysis.docx"   
## [3] "Diabetics\_analysis.nb.html"   
## [4] "Diabetics\_analysis.Rmd"   
## [5] "Diabetics\_analysis.tex"   
## [6] "Exploring the Impact of Lifestyle and Health Factors on Diabetes Risk.pdf"  
## [7] "random\_forest\_model.rds"   
## [8] "Statistical Analysis Using BRFSS Data (1) (1).pptx"   
## [9] "VariableTable.xlsx"

data <- read.csv("diabetes\_dataset.csv") # Dataset filename

#Loading the Variable Table

# Load the openxlsx package to work with Excel files  
library(openxlsx)

## Warning: package 'openxlsx' was built under R version 4.4.2

# Load the knitr package for rendering tables  
library(knitr)  
  
# Set the path to the Excel file on your local machine  
# Update this path to where the file is located on your system  
file\_path <- "G:/UMBC\_Academics/HIT\_750\_Data Analytics/Project/Week 1/VariableTable.xlsx"  
  
# Read the Excel sheet into a variable (assuming it's in the first sheet)  
variable <- read.xlsx(file\_path, sheet = 1)  
  
# View the data in the notebook using knitr's kable function  
kable(variable, caption = "Variable Table from Excel")

Variable Table from Excel

| Variable | Description | Data.Type |
| --- | --- | --- |
| ID | Patient ID | Integer |
| Diabetes\_binary | 0 = no diabetes 1 = prediabetes or diabetes | Binary |
| HighBP | 0 = no high BP 1 = high BP | Binary |
| HighChol | 0 = no high cholesterol 1 = high cholesterol | Binary |
| CholCheck | 0 = no cholesterol check in 5 years 1 = yes cholesterol check in 5 years | Binary |
| BMI | Body Mass Index | Integer |
| Smoker | Have you smoked at least 100 cigarettes in your entire life? [Note: 5 packs = 100 cigarettes] 0 = no 1 = yes | Binary |
| Stroke | (Ever told) you had a stroke. 0 = no 1 = yes | Binary |
| HeartDiseaseorAttack | coronary heart disease (CHD) or myocardial infarction (MI) 0 = no 1 = yes | Binary |
| PhysActivity | physical activity in past 30 days - not including job 0 = no 1 = yes | Binary |
| Fruits | Consume Fruit 1 or more times per day 0 = no 1 = yes | Binary |
| Veggies | Consume Vegetables 1 or more times per day 0 = no 1 = yes | Binary |
| HvyAlcoholConsump | Heavy drinkers (adult men having more than 14 drinks per week and adult women having more than 7 drinks per week) 0 = no 1 = yes | Binary |
| AnyHealthcare | Have any kind of health care coverage, including health insurance, prepaid plans such as HMO, etc. 0 = no 1 = yes | Binary |
| NoDocbcCost | Was there a time in the past 12 months when you needed to see a doctor but could not because of cost? 0 = no 1 = yes | Binary |
| GenHlth | Would you say that in general your health is: scale 1-5 1 = excellent 2 = very good 3 = good 4 = fair 5 = poor | Integer |
| MentHlth | Now thinking about your mental health, which includes stress, depression, and problems with emotions, for how many days during the past 30 days was your mental health not good? scale 1-30 days | Integer |
| PhysHlth | Now thinking about your physical health, which includes physical illness and injury, for how many days during the past 30 days was your physical health not good? scale 1-30 days | Integer |
| DiffWalk | Do you have serious difficulty walking or climbing stairs? 0 = no 1 = yes | Binary |
| Sex | 0 = female 1 = male | Binary |
| Age | 13-level age category (\_AGEG5YR see codebook) 1 = 18-24 9 = 60-64 13 = 80 or older | Integer |
| Education | Education level (EDUCA see codebook) scale 1-6 1 = Never attended school or only kindergarten 2 = Grades 1 through 8 (Elementary) 3 = Grades 9 through 11 (Some high school) 4 = Grade 12 or GED (High school graduate) 5 = College 1 year to 3 years (Some college or technical school) 6 = College 4 years or more (College graduate) | Integer |
| Income | Income scale (INCOME2 see codebook) scale 1-8 1 = less than $10,000 5 = less than $35,000 8 = $75,000 or more | Integer |

#Calculating Summary Statistics for Numeric Variables

# Load necessary packages  
library(knitr)  
library(dplyr)

## Warning: package 'dplyr' was built under R version 4.4.2

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(tidyr)

## Warning: package 'tidyr' was built under R version 4.4.2

# Set the correct path to your local dataset  
data <- read.csv("G:/UMBC\_Academics/HIT\_750\_Data Analytics/Project/Week 1/diabetes\_dataset.csv")  
  
# Function to calculate summary statistics  
calc\_summary\_stats <- function(x) {  
 c(  
 Min = min(x, na.rm = TRUE),  
 `1st Qu.` = quantile(x, 0.25, na.rm = TRUE),  
 Median = median(x, na.rm = TRUE),  
 Mean = mean(x, na.rm = TRUE),  
 `3rd Qu.` = quantile(x, 0.75, na.rm = TRUE),  
 Max = max(x, na.rm = TRUE)  
 )  
}  
  
# Apply the function to each numeric variable in the dataset  
summary\_stats <- data %>%  
 select\_if(is.numeric) %>%  
 summarise\_all(list(calc\_summary\_stats))

## Warning: Returning more (or less) than 1 row per `summarise()` group was deprecated in  
## dplyr 1.1.0.  
## ℹ Please use `reframe()` instead.  
## ℹ When switching from `summarise()` to `reframe()`, remember that `reframe()`  
## always returns an ungrouped data frame and adjust accordingly.  
## ℹ The deprecated feature was likely used in the dplyr package.  
## Please report the issue at <https://github.com/tidyverse/dplyr/issues>.  
## This warning is displayed once every 8 hours.  
## Call `lifecycle::last\_lifecycle\_warnings()` to see where this warning was  
## generated.

# Unnest the list columns generated by summarise\_all  
summary\_stats\_unnested <- summary\_stats %>%  
 unnest(cols = everything(), names\_repair = "minimal")  
  
# Transpose the summary statistics for better readability  
summary\_stats\_t <- t(summary\_stats\_unnested)  
  
# Convert the transposed summary stats into a data frame  
summary\_df <- as.data.frame(summary\_stats\_t)  
  
# Set proper column names after transposing  
colnames(summary\_df) <- c("Min", "1st Qu.", "Median", "Mean", "3rd Qu.", "Max")  
  
# Add the variable names as a separate column  
summary\_df$Variable <- rownames(summary\_df)  
  
# Reorder the columns to place the Variable column first  
summary\_df <- summary\_df[, c("Variable", "Min", "1st Qu.", "Median", "Mean", "3rd Qu.", "Max")]  
  
# Print the final summary\_df to debug  
print(summary\_df)

## Variable Min 1st Qu. Median Mean  
## Diabetes\_binary Diabetes\_binary 0 0 0 0.13933302  
## HighBP HighBP 0 0 0 0.42900110  
## HighChol HighChol 0 0 0 0.42412094  
## CholCheck CholCheck 0 1 1 0.96266950  
## BMI BMI 12 24 27 28.38236361  
## Smoker Smoker 0 0 0 0.44316856  
## Stroke Stroke 0 0 0 0.04057080  
## HeartDiseaseorAttack HeartDiseaseorAttack 0 0 0 0.09418559  
## PhysActivity PhysActivity 0 1 1 0.75654368  
## Fruits Fruits 0 0 1 0.63425576  
## Veggies Veggies 0 1 1 0.81141990  
## HvyAlcoholConsump HvyAlcoholConsump 0 0 0 0.05619678  
## AnyHealthcare AnyHealthcare 0 1 1 0.95105251  
## NoDocbcCost NoDocbcCost 0 0 0 0.08417692  
## GenHlth GenHlth 1 2 2 2.51139231  
## MentHlth MentHlth 0 0 0 3.18477215  
## PhysHlth PhysHlth 0 0 0 4.24208057  
## DiffWalk DiffWalk 0 0 0 0.16822375  
## Sex Sex 0 0 0 0.44034216  
## Age Age 1 6 8 8.03211921  
## Education Education 1 4 5 5.05043362  
## Income Income 1 5 7 6.05387496  
## 3rd Qu. Max  
## Diabetes\_binary 0 1  
## HighBP 1 1  
## HighChol 1 1  
## CholCheck 1 1  
## BMI 31 98  
## Smoker 1 1  
## Stroke 0 1  
## HeartDiseaseorAttack 0 1  
## PhysActivity 1 1  
## Fruits 1 1  
## Veggies 1 1  
## HvyAlcoholConsump 0 1  
## AnyHealthcare 1 1  
## NoDocbcCost 0 1  
## GenHlth 3 5  
## MentHlth 2 30  
## PhysHlth 3 30  
## DiffWalk 0 1  
## Sex 1 1  
## Age 10 13  
## Education 6 6  
## Income 8 8

# Print the formatted summary statistics table  
kable(summary\_df, format = "latex", row.names = FALSE)

#Displaying Dataset Summary and Structure

# Summary statistics for the dataset  
summary(data)

## Diabetes\_binary HighBP HighChol CholCheck   
## Min. :0.0000 Min. :0.000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.000 1st Qu.:0.0000 1st Qu.:1.0000   
## Median :0.0000 Median :0.000 Median :0.0000 Median :1.0000   
## Mean :0.1393 Mean :0.429 Mean :0.4241 Mean :0.9627   
## 3rd Qu.:0.0000 3rd Qu.:1.000 3rd Qu.:1.0000 3rd Qu.:1.0000   
## Max. :1.0000 Max. :1.000 Max. :1.0000 Max. :1.0000   
## BMI Smoker Stroke HeartDiseaseorAttack  
## Min. :12.00 Min. :0.0000 Min. :0.00000 Min. :0.00000   
## 1st Qu.:24.00 1st Qu.:0.0000 1st Qu.:0.00000 1st Qu.:0.00000   
## Median :27.00 Median :0.0000 Median :0.00000 Median :0.00000   
## Mean :28.38 Mean :0.4432 Mean :0.04057 Mean :0.09419   
## 3rd Qu.:31.00 3rd Qu.:1.0000 3rd Qu.:0.00000 3rd Qu.:0.00000   
## Max. :98.00 Max. :1.0000 Max. :1.00000 Max. :1.00000   
## PhysActivity Fruits Veggies HvyAlcoholConsump  
## Min. :0.0000 Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:1.0000 1st Qu.:0.0000 1st Qu.:1.0000 1st Qu.:0.0000   
## Median :1.0000 Median :1.0000 Median :1.0000 Median :0.0000   
## Mean :0.7565 Mean :0.6343 Mean :0.8114 Mean :0.0562   
## 3rd Qu.:1.0000 3rd Qu.:1.0000 3rd Qu.:1.0000 3rd Qu.:0.0000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000 Max. :1.0000   
## AnyHealthcare NoDocbcCost GenHlth MentHlth   
## Min. :0.0000 Min. :0.00000 Min. :1.000 Min. : 0.000   
## 1st Qu.:1.0000 1st Qu.:0.00000 1st Qu.:2.000 1st Qu.: 0.000   
## Median :1.0000 Median :0.00000 Median :2.000 Median : 0.000   
## Mean :0.9511 Mean :0.08418 Mean :2.511 Mean : 3.185   
## 3rd Qu.:1.0000 3rd Qu.:0.00000 3rd Qu.:3.000 3rd Qu.: 2.000   
## Max. :1.0000 Max. :1.00000 Max. :5.000 Max. :30.000   
## PhysHlth DiffWalk Sex Age   
## Min. : 0.000 Min. :0.0000 Min. :0.0000 Min. : 1.000   
## 1st Qu.: 0.000 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.: 6.000   
## Median : 0.000 Median :0.0000 Median :0.0000 Median : 8.000   
## Mean : 4.242 Mean :0.1682 Mean :0.4403 Mean : 8.032   
## 3rd Qu.: 3.000 3rd Qu.:0.0000 3rd Qu.:1.0000 3rd Qu.:10.000   
## Max. :30.000 Max. :1.0000 Max. :1.0000 Max. :13.000   
## Education Income   
## Min. :1.00 Min. :1.000   
## 1st Qu.:4.00 1st Qu.:5.000   
## Median :5.00 Median :7.000   
## Mean :5.05 Mean :6.054   
## 3rd Qu.:6.00 3rd Qu.:8.000   
## Max. :6.00 Max. :8.000

# Check the structure of the dataset  
str(data)

## 'data.frame': 253680 obs. of 22 variables:  
## $ Diabetes\_binary : num 0 0 0 0 0 0 0 0 1 0 ...  
## $ HighBP : num 1 0 1 1 1 1 1 1 1 0 ...  
## $ HighChol : num 1 0 1 0 1 1 0 1 1 0 ...  
## $ CholCheck : num 1 0 1 1 1 1 1 1 1 1 ...  
## $ BMI : num 40 25 28 27 24 25 30 25 30 24 ...  
## $ Smoker : num 1 1 0 0 0 1 1 1 1 0 ...  
## $ Stroke : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ HeartDiseaseorAttack: num 0 0 0 0 0 0 0 0 1 0 ...  
## $ PhysActivity : num 0 1 0 1 1 1 0 1 0 0 ...  
## $ Fruits : num 0 0 1 1 1 1 0 0 1 0 ...  
## $ Veggies : num 1 0 0 1 1 1 0 1 1 1 ...  
## $ HvyAlcoholConsump : num 0 0 0 0 0 0 0 0 0 0 ...  
## $ AnyHealthcare : num 1 0 1 1 1 1 1 1 1 1 ...  
## $ NoDocbcCost : num 0 1 1 0 0 0 0 0 0 0 ...  
## $ GenHlth : num 5 3 5 2 2 2 3 3 5 2 ...  
## $ MentHlth : num 18 0 30 0 3 0 0 0 30 0 ...  
## $ PhysHlth : num 15 0 30 0 0 2 14 0 30 0 ...  
## $ DiffWalk : num 1 0 1 0 0 0 0 1 1 0 ...  
## $ Sex : num 0 0 0 0 0 1 0 0 0 1 ...  
## $ Age : num 9 7 9 11 11 10 9 11 9 8 ...  
## $ Education : num 4 6 4 3 5 6 6 4 5 4 ...  
## $ Income : num 3 1 8 6 4 8 7 4 1 3 ...

#Check for missing values in the dataset

# Check for missing values in the dataset  
missing\_values <- colSums(is.na(data))  
  
# Filter out variables with missing values and create a neat output  
missing\_summary <- missing\_values[missing\_values > 0]  
  
# Print the number of missing values in a neat format  
if(length(missing\_summary) > 0) {  
 cat("Number of missing values in the dataset:\n")  
 for(variable in names(missing\_summary)) {  
 cat(variable, ":", missing\_summary[variable], "\n")  
 }  
} else {  
 cat("There are no missing values in the dataset.\n")  
}

## There are no missing values in the dataset.

install.packages("ggplot2")

## Installing package into 'C:/Users/DELL/AppData/Local/R/win-library/4.4'  
## (as 'lib' is unspecified)

## package 'ggplot2' successfully unpacked and MD5 sums checked  
##   
## The downloaded binary packages are in  
## C:\Users\DELL\AppData\Local\Temp\Rtmp6L4tSi\downloaded\_packages

#Plotting the Distribution of BMI

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 4.4.2

# Histogram of BMI  
ggplot(data, aes(x = BMI)) +  
 geom\_histogram(bins = 10, fill = "skyblue", color = "black") +  
 labs(title = "Distribution of BMI", x = "BMI", y = "Frequency")

![](data:image/png;base64,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)

#Counting Individuals with High Blood Pressure

# Count the number of people with and without high blood pressure  
highbp\_count <- table(data$HighBP)  
  
# Display the counts in a neat format  
highbp\_count\_df <- as.data.frame(highbp\_count)  
colnames(highbp\_count\_df) <- c("HighBP\_Status", "Count")  
  
# Print the summary  
print(highbp\_count\_df)

## HighBP\_Status Count  
## 1 0 144851  
## 2 1 108829

#Plotting High Cholesterol Status

# Load ggplot2 if not already loaded  
library(ggplot2)  
  
# Create a bar plot for High Cholesterol status  
ggplot(data, aes(x = as.factor(HighChol))) +  
 geom\_bar(fill = "lightcoral") +  
 labs(title = "Count of Individuals with and without High Cholesterol",  
 x = "High Cholesterol (0 = No, 1 = Yes)",  
 y = "Count") +  
 scale\_x\_discrete(labels = c("0" = "No", "1" = "Yes")) +  
 theme\_minimal()
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#Correlation Analysis and Plotting

install.packages("corrplot")

## Installing package into 'C:/Users/DELL/AppData/Local/R/win-library/4.4'  
## (as 'lib' is unspecified)

## package 'corrplot' successfully unpacked and MD5 sums checked  
##   
## The downloaded binary packages are in  
## C:\Users\DELL\AppData\Local\Temp\Rtmp6L4tSi\downloaded\_packages

# Load necessary package  
library(corrplot)

## Warning: package 'corrplot' was built under R version 4.4.2

## corrplot 0.95 loaded

# Calculate the correlation matrix  
cor\_matrix <- cor(select(data, where(is.numeric)))  
  
# Create a correlation plot  
corrplot(cor\_matrix, method = "circle")
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#BMI by High Blood Pressure

# Boxplot of BMI by High Blood Pressure  
ggplot(data, aes(x = as.factor(HighBP), y = BMI)) +  
 geom\_boxplot(fill = "skyblue") +  
 labs(title = "BMI Distribution by High Blood Pressure Status", x = "High Blood Pressure (0 = No, 1 = Yes)", y = "BMI") +  
 theme\_minimal()
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getwd()

## [1] "G:/UMBC\_Academics/HIT\_750\_Data Analytics/Project/Week 1"

# Step 3: Inferential Statistics - Chi-Square Test for Categorical Variables

The Chi-Square test is used to evaluate the association between categorical variables. In this project, we are interested in understanding how certain factors, such as high blood pressure, high cholesterol, and physical activity, relate to diabetes status. Specifically, we aim to determine whether the distribution of diabetes status (diabetic vs. non-diabetic) is independent of these categorical factors.

This section evaluates the association between categorical variables (HighBP, HighChol, PhysActivity) and diabetes status.

# Disable scientific notation  
options(scipen=999)  
  
# Chi-Square test for High Blood Pressure and Diabetes Status  
chisq\_highbp <- chisq.test(data$HighBP, data$Diabetes\_binary)  
print(chisq\_highbp) # Print the results

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: data$HighBP and data$Diabetes\_binary  
## X-squared = 17562, df = 1, p-value < 0.00000000000000022

# Chi-Square test for High Cholesterol and Diabetes Status  
chisq\_highchol <- chisq.test(data$HighChol, data$Diabetes\_binary)  
print(chisq\_highchol) # Print the results

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: data$HighChol and data$Diabetes\_binary  
## X-squared = 10174, df = 1, p-value < 0.00000000000000022

# Chi-Square test for Physical Activity and Diabetes Status  
chisq\_physactivity <- chisq.test(data$PhysActivity, data$Diabetes\_binary)  
print(chisq\_physactivity) # Print the results

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: data$PhysActivity and data$Diabetes\_binary  
## X-squared = 3539.4, df = 1, p-value < 0.00000000000000022

# Re-enable scientific notation   
options(scipen=0)

## Chi-Squared Value (X-squared):

This value indicates the strength of the association between the categorical variables. A higher chi-squared value suggests a greater discrepancy between the observed frequencies and the expected frequencies under the null hypothesis (which states that there is no association between the variables).

## Degrees of Freedom (df):

This value is determined by the number of categories in each variable. In this case, since both variables in each test are binary (e.g., HighBP is Yes/No), the degrees of freedom is 1 (calculated as (number of categories in variable A - 1) \* (number of categories in variable B - 1)).

## p-value:

The p-value indicates the probability of observing the data (or something more extreme) if the null hypothesis were true. A very small p-value (typically < 0.05) suggests that you can reject the null hypothesis. In our output, the p-values for all three tests are extremely small (< 0.00000000000000022), indicating that there is a statistically significant association between the categorical variables and diabetes status.

## Step 4: Inferential Statistics - T-test for Continuous Variable

In this step, we will conduct a Welch Two Sample t-test to compare the means of Body Mass Index (BMI) between individuals with diabetes and those without.

# T-test for BMI

The t-test is a statistical method used to determine whether there is a significant difference between the means of two groups. We will perform the t-test using the following code:

# Perform Welch Two Sample t-test  
t\_test\_result <- t.test(data$BMI ~ data$Diabetes\_binary)  
  
# Extract components from the test result  
t\_statistic <- t\_test\_result$statistic  
df <- t\_test\_result$parameter  
p\_value <- t\_test\_result$p.value  
conf\_int <- t\_test\_result$conf.int  
mean\_group1 <- t\_test\_result$estimate[1]  
mean\_group2 <- t\_test\_result$estimate[2]  
  
# Formatting the output  
cat("Welch Two Sample t-test\n\n")

## Welch Two Sample t-test

cat("Data: `data$BMI` by `data$Diabetes\_binary`\n\n")

## Data: `data$BMI` by `data$Diabetes\_binary`

cat(paste("t-statistic: ", round(t\_statistic, 2), "\n", sep = ""))

## t-statistic: -99.92

cat(paste("Degrees of freedom (df): ", round(df, 3), "\n", sep = ""))

## Degrees of freedom (df): 44093.403

cat(paste("p-value: ", format.pval(p\_value, digits = 20), "\n\n", sep = ""))

## p-value: < 2.22044604925031308e-16

cat("Alternative Hypothesis:\n")

## Alternative Hypothesis:

cat("The true difference in means between the group \"No Diabetes\" and the group \"Diabetes or Pre-diabetes\" is not equal to 0.\n\n")

## The true difference in means between the group "No Diabetes" and the group "Diabetes or Pre-diabetes" is not equal to 0.

cat("95% Confidence Interval:\n")

## 95% Confidence Interval:

cat(paste("• Lower bound: ", round(conf\_int[1], 6), "\n", sep = ""))

## • Lower bound: -4.219416

cat(paste("• Upper bound: ", round(conf\_int[2], 6), "\n\n", sep = ""))

## • Upper bound: -4.057065

cat("Sample Estimates:\n")

## Sample Estimates:

cat(paste("• Mean BMI in the \"No Diabetes\" group: ", round(mean\_group1, 5), "\n", sep = ""))

## • Mean BMI in the "No Diabetes" group: 27.80577

cat(paste("• Mean BMI in the \"Diabetes or Pre-diabetes\" group: ", round(mean\_group2, 5), "\n", sep = ""))

## • Mean BMI in the "Diabetes or Pre-diabetes" group: 31.94401

## t-statistic: -99.92

This value measures the size of the difference relative to the variation in the sample data. A large absolute value (far from zero) suggests that the means of the two groups are significantly different.

## 95% Confidence Interval:

Lower bound: -4.219416 Upper bound: -4.057065 This interval estimates the range in which the true difference in means lies with 95% confidence. Since both bounds are negative, it reinforces the conclusion that the mean BMI in the “Diabetes or Pre-diabetes” group is significantly higher than in the “No Diabetes” group.

## Alternative Hypothesis:

The true difference in means between the group ‘No Diabetes’ and the group ‘Diabetes or Pre-diabetes’ is not equal to 0. This indicates that the analysis was set up to test whether the means of the two groups are significantly different from each other.

#Random Forest Model for Classification

This analysis implements a Random Forest classification model to predict a binary outcome (Diabetes\_binary) using health-related predictors (BMI, HighBP, HighChol, PhysActivity). The model is evaluated for performance and variable importance is analyzed.

# Install and load required libraries  
if (!require("randomForest")) install.packages("randomForest", dependencies = TRUE)

## Loading required package: randomForest

## Warning: package 'randomForest' was built under R version 4.4.2

## randomForest 4.7-1.2

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

## The following object is masked from 'package:dplyr':  
##   
## combine

if (!require("caret")) install.packages("caret", dependencies = TRUE)

## Loading required package: caret

## Warning: package 'caret' was built under R version 4.4.2

## Loading required package: lattice

if (!require("dplyr")) install.packages("dplyr", dependencies = TRUE)  
  
library(randomForest)  
library(caret)  
library(dplyr)  
  
  
# Step 2: Data preprocessing  
# Ensure 'Diabetes\_binary' is a factor for classification  
data$Diabetes\_binary <- as.factor(data$Diabetes\_binary)  
  
# Check for missing values  
sum(is.na(data)) # If there are missing values, consider imputation

## [1] 0

# Step 3: Split the data into training and testing sets  
set.seed(123) # For reproducibility  
train\_index <- createDataPartition(data$Diabetes\_binary, p = 0.7, list = FALSE)  
train\_data <- data[train\_index, ]  
test\_data <- data[-train\_index, ]  
  
# Step 4: Train the Random Forest model  
set.seed(123) # For reproducibility  
rf\_model <- randomForest(  
 Diabetes\_binary ~ BMI + HighBP + HighChol + PhysActivity,  
 data = train\_data,  
 ntree = 500, # Number of trees  
 mtry = 3, # Number of predictors sampled for splitting at each node  
 importance = TRUE # To compute variable importance  
)  
  
# Print model summary  
print(rf\_model)

##   
## Call:  
## randomForest(formula = Diabetes\_binary ~ BMI + HighBP + HighChol + PhysActivity, data = train\_data, ntree = 500, mtry = 3, importance = TRUE)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 3  
##   
## OOB estimate of error rate: 13.79%  
## Confusion matrix:  
## 0 1 class.error  
## 0 151929 905 0.005921457  
## 1 23588 1155 0.953320131

# Step 5: Evaluate model performance on the test set  
test\_predictions <- predict(rf\_model, newdata = test\_data)  
  
# Confusion matrix  
confusionMatrix(test\_predictions, test\_data$Diabetes\_binary)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 65145 10136  
## 1 355 467  
##   
## Accuracy : 0.8621   
## 95% CI : (0.8597, 0.8646)  
## No Information Rate : 0.8607   
## P-Value [Acc > NIR] : 0.1215   
##   
## Kappa : 0.063   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.99458   
## Specificity : 0.04404   
## Pos Pred Value : 0.86536   
## Neg Pred Value : 0.56813   
## Prevalence : 0.86068   
## Detection Rate : 0.85601   
## Detection Prevalence : 0.98920   
## Balanced Accuracy : 0.51931   
##   
## 'Positive' Class : 0   
##

# Step 6: Feature importance  
importance\_values <- importance(rf\_model)  
varImpPlot(rf\_model)

![](data:image/png;base64,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)

# Step 7: Optional - Save the model for future use  
saveRDS(rf\_model, "random\_forest\_model.rds")  
  
# Step 8: Load the saved model (if needed later)  
# rf\_model <- readRDS("random\_forest\_model.rds")

#1. Random Forest Model Summary

Type of Random Forest: Classification model. Number of Trees: 500 decision trees were built. Variables Tried at Each Split: 3 predictors were randomly sampled at each split. Out-of-Bag (OOB) Error Rate: 13.79%. This indicates the model’s average classification error rate using the OOB samples.

##2. Confusion Matrix (OOB Data) Class Error: Class 0 has an error rate of 0.59% (high accuracy for classifying negatives). Class 1 has an error rate of 95.33% (low accuracy for classifying positives). The model struggles to classify the minority class (1), leading to high class error.

##3. Confusion Matrix and Statistics (Test Data) Accuracy: 86.21%, meaning the model correctly classifies ~86% of observations overall. Kappa: 0.063, indicating weak agreement between predicted and actual classes beyond chance. Sensitivity (Recall for 0): 99.46%, meaning the model detects almost all negative cases (0). Specificity (Recall for 1): 4.40%, meaning the model detects very few positive cases (1). Positive Predictive Value (PPV) for 0: 86.54%, meaning most predictions of 0 are correct. Negative Predictive Value (NPV) for 1: 56.81%, indicating relatively poor predictive ability for 1. Balanced Accuracy: The balanced accuracy is 51.93%, close to random guessing (50%). This is due to imbalanced class distribution.

# Why Resampling is Necessary

1. Class Imbalance Issue In the dataset, class 0 is significantly more frequent (majority class) than class 1 (minority class). The model prioritizes the majority class, leading to: High sensitivity and low specificity. Poor detection of the minority class (1), as shown by the confusion matrix and class error.
2. Impact of Imbalanced Data Accuracy alone is misleading because the model achieves high overall accuracy by focusing on the majority class (0). Metrics like Kappa, specificity, and balanced accuracy reveal the poor performance on minority class detection.
3. Need for Resampling Techniques

To address the imbalance and improve the model’s performance for both classes:

Oversampling: Increase the frequency of the minority class (1) by creating synthetic samples (e.g., SMOTE). Undersampling: Reduce the majority class size to match the minority class. Hybrid Techniques: Combine oversampling and undersampling for better balance. Class Weights: Penalize misclassifications of the minority class more heavily to make the model focus on it.

## Expected Benefits

Improved specificity (better detection of class 1). Balanced accuracy closer to 100%, indicating improved performance across both classes. More robust predictions for real-world scenarios with imbalanced data

writeLines('PATH="${RTOOLS44\_HOME}\\usr\\bin;${PATH}"', con = "~/.Renviron")

# Resampling

ROSE (Random Over-Sampling Examples) is an R package designed to handle class imbalance in datasets. It generates synthetic data by creating new samples for the minority class and/or reducing the samples of the majority class. The goal is to create a more balanced dataset for training machine learning models.

# Install and load the ROSE package  
if (!require("ROSE")) install.packages("ROSE", dependencies = TRUE)

## Loading required package: ROSE

## Warning: package 'ROSE' was built under R version 4.4.2

## Loaded ROSE 0.0-4

library(ROSE)  
  
# Apply ROSE to balance the training data  
set.seed(123) # For reproducibility  
balanced\_train\_data <- ROSE(  
 Diabetes\_binary ~ .,   
 data = train\_data,   
 seed = 123  
)$data  
  
# Check the class distribution after balancing  
cat("Class distribution in the balanced training data:\n")

## Class distribution in the balanced training data:

print(table(balanced\_train\_data$Diabetes\_binary))

##   
## 0 1   
## 88941 88636

# Train Random Forest on the ROSE-balanced dataset  
rf\_model <- randomForest(Diabetes\_binary ~ BMI + HighBP + HighChol + PhysActivity,  
 data = balanced\_train\_data,   
 ntree = 500,   
 mtry = 3,   
 importance = TRUE)  
  
# Print model summary  
print(rf\_model)

##   
## Call:  
## randomForest(formula = Diabetes\_binary ~ BMI + HighBP + HighChol + PhysActivity, data = balanced\_train\_data, ntree = 500, mtry = 3, importance = TRUE)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 3  
##   
## OOB estimate of error rate: 32.01%  
## Confusion matrix:  
## 0 1 class.error  
## 0 58958 29983 0.3371111  
## 1 26868 61768 0.3031274

# Predict on the test dataset  
predictions <- predict(rf\_model, test\_data)  
  
# Confusion matrix  
conf\_matrix <- confusionMatrix(predictions, test\_data$Diabetes\_binary)  
  
# Print confusion matrix and metrics  
print(conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 45302 3295  
## 1 20198 7308  
##   
## Accuracy : 0.6913   
## 95% CI : (0.688, 0.6946)  
## No Information Rate : 0.8607   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.2283   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.6916   
## Specificity : 0.6892   
## Pos Pred Value : 0.9322   
## Neg Pred Value : 0.2657   
## Prevalence : 0.8607   
## Detection Rate : 0.5953   
## Detection Prevalence : 0.6386   
## Balanced Accuracy : 0.6904   
##   
## 'Positive' Class : 0   
##

# Random forest with Resampled dataset

Out-Of-Bag (OOB) Error Rate: 32.01%

This is the error rate calculated on the training dataset using out-of-bag samples (data not used to build a specific tree). It indicates the model’s ability to generalize. Observation: The OOB error is relatively high, suggesting room for improvement. Confusion Matrix (Training Set):

Class 0: Correctly Predicted: 58,958 Incorrectly Predicted: 29,983 (misclassified as Class 1) Class Error: 33.71% Class 1: Correctly Predicted: 61,768 Incorrectly Predicted: 26,868 (misclassified as Class 0) Class Error: 30.31% Evaluation Metrics on Test Data Accuracy: 69.13%

Overall percentage of correctly predicted instances. Improved compared to earlier models where accuracy was much lower due to imbalance. Sensitivity (Recall for Class 0): 69.16%

Indicates how well the model detects instances of Class 0 (true positives). Specificity (Recall for Class 1): 68.92%

Indicates how well the model detects instances of Class 1 (true negatives). Kappa Statistic: 0.2283

Measures the agreement between predicted and actual values beyond chance. Low value suggests moderate improvement but still room for optimization. Balanced Accuracy: 69.04%

Average of sensitivity and specificity, providing a better measure for imbalanced datasets. Improvement: Earlier results showed significantly lower balanced accuracy due to the imbalance. McNemar’s Test P-Value: <2e-16

Indicates that the difference in prediction errors for the two classes is statistically significant. Improvements Compared to the Previous Model Class Balancing: The use of ROSE resulted in a more balanced dataset, improving the model’s ability to generalize across both classes.

Accuracy: Improved from the previous model, which heavily favored the majority class. Balanced Performance: Earlier models had very high sensitivity but extremely poor specificity. With ROSE, the performance is more balanced, with both sensitivity and specificity improving. Minority Class (Class 1) Detection: The model now recognizes more Class 1 instances compared to previous models where they were severely under-predicted.

# XGBoost

XGBoost (Extreme Gradient Boosting) is a highly efficient and flexible algorithm that excels in many machine learning tasks, including binary classification. When dealing with imbalanced datasets, applying class weights (via the scale\_pos\_weight parameter) can significantly improve the model’s ability to handle class imbalance.

install.packages("xgboost")

## Installing package into 'C:/Users/DELL/AppData/Local/R/win-library/4.4'  
## (as 'lib' is unspecified)

## package 'xgboost' successfully unpacked and MD5 sums checked

## Warning: cannot remove prior installation of package 'xgboost'

## Warning in file.copy(savedcopy, lib, recursive = TRUE): problem copying  
## C:\Users\DELL\AppData\Local\R\win-library\4.4\00LOCK\xgboost\libs\x64\xgboost.dll  
## to C:\Users\DELL\AppData\Local\R\win-library\4.4\xgboost\libs\x64\xgboost.dll:  
## Permission denied

## Warning: restored 'xgboost'

##   
## The downloaded binary packages are in  
## C:\Users\DELL\AppData\Local\Temp\Rtmp6L4tSi\downloaded\_packages

# Load necessary libraries  
library(xgboost)

## Warning: package 'xgboost' was built under R version 4.4.2

##   
## Attaching package: 'xgboost'

## The following object is masked from 'package:dplyr':  
##   
## slice

library(caret)  
  
# Check and encode the target variable  
train\_data$Diabetes\_binary <- as.numeric(train\_data$Diabetes\_binary) # Ensure numeric  
train\_data$Diabetes\_binary <- ifelse(train\_data$Diabetes\_binary == 1, 1, 0) # Encode as 0/1  
  
test\_data$Diabetes\_binary <- as.numeric(test\_data$Diabetes\_binary)  
test\_data$Diabetes\_binary <- ifelse(test\_data$Diabetes\_binary == 1, 1, 0) # Encode as 0/1  
  
# Prepare the training and testing data  
train\_matrix <- as.matrix(train\_data[, -which(names(train\_data) == "Diabetes\_binary")])  
train\_labels <- as.numeric(train\_data$Diabetes\_binary)  
  
test\_matrix <- as.matrix(test\_data[, -which(names(test\_data) == "Diabetes\_binary")])  
test\_labels <- as.numeric(test\_data$Diabetes\_binary)  
  
# Create DMatrix for XGBoost  
dtrain <- xgb.DMatrix(data = train\_matrix, label = train\_labels)  
dtest <- xgb.DMatrix(data = test\_matrix, label = test\_labels)  
  
# Calculate scale\_pos\_weight for imbalanced data  
pos\_weight <- sum(train\_labels == 0) / sum(train\_labels == 1)  
  
# Set parameters for the XGBoost model  
params <- list(  
 objective = "binary:logistic", # Binary classification  
 eval\_metric = "logloss", # Log loss metric  
 scale\_pos\_weight = pos\_weight, # Balance class weights  
 eta = 0.1, # Learning rate  
 max\_depth = 6, # Depth of trees  
 subsample = 0.8, # Subsample ratio  
 colsample\_bytree = 0.8 # Column subsample ratio  
)  
  
# Train the XGBoost model  
xgb\_model <- xgb.train(  
 params = params,  
 data = dtrain,  
 nrounds = 100, # Number of boosting rounds  
 watchlist = list(train = dtrain), # Monitor training performance  
 print\_every\_n = 10 # Print progress every 10 rounds  
)

## [1] train-logloss:0.668564   
## [11] train-logloss:0.551853   
## [21] train-logloss:0.523921   
## [31] train-logloss:0.513839   
## [41] train-logloss:0.509731   
## [51] train-logloss:0.507076   
## [61] train-logloss:0.505692   
## [71] train-logloss:0.503819   
## [81] train-logloss:0.502595   
## [91] train-logloss:0.500826   
## [100] train-logloss:0.499191

# Predict on the test dataset  
predictions <- predict(xgb\_model, dtest)  
  
# Convert probabilities to binary labels  
predicted\_labels <- ifelse(predictions > 0.5, 1, 0)  
  
# Evaluate the model using confusion matrix  
conf\_matrix <- confusionMatrix(as.factor(predicted\_labels), as.factor(test\_labels))  
  
# Print evaluation metrics  
print(conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 8543 19110  
## 1 2060 46390  
##   
## Accuracy : 0.7218   
## 95% CI : (0.7186, 0.725)  
## No Information Rate : 0.8607   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.307   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.8057   
## Specificity : 0.7082   
## Pos Pred Value : 0.3089   
## Neg Pred Value : 0.9575   
## Prevalence : 0.1393   
## Detection Rate : 0.1123   
## Detection Prevalence : 0.3634   
## Balanced Accuracy : 0.7570   
##   
## 'Positive' Class : 0   
##

# Feature importance  
importance <- xgb.importance(feature\_names = colnames(train\_matrix), model = xgb\_model)  
print(importance)

## Feature Gain Cover Frequency  
## <char> <num> <num> <num>  
## 1: GenHlth 0.313920548 0.127102803 0.08227848  
## 2: HighBP 0.229101182 0.046736908 0.02338256  
## 3: BMI 0.135416348 0.183332701 0.16772152  
## 4: Age 0.110399870 0.153746016 0.13695499  
## 5: HighChol 0.058309344 0.049327648 0.04272152  
## 6: DiffWalk 0.028064590 0.017098572 0.02373418  
## 7: Income 0.023787542 0.061021988 0.08597046  
## 8: HeartDiseaseorAttack 0.016348631 0.026193197 0.02760197  
## 9: Sex 0.013043716 0.035776505 0.03885373  
## 10: CholCheck 0.012986876 0.048671575 0.02373418  
## 11: PhysHlth 0.011252481 0.039611372 0.08122363  
## 12: HvyAlcoholConsump 0.011238352 0.040526720 0.01881153  
## 13: MentHlth 0.010386005 0.047960430 0.06838959  
## 14: Education 0.008639049 0.038545862 0.05379747  
## 15: Smoker 0.002962558 0.013377552 0.02320675  
## 16: Fruits 0.002926355 0.014238409 0.02180028  
## 17: PhysActivity 0.002570906 0.010183732 0.02092124  
## 18: Stroke 0.002438700 0.019999284 0.01213080  
## 19: Veggies 0.002094021 0.011288932 0.01635021  
## 20: AnyHealthcare 0.002090296 0.010456585 0.01300985  
## 21: NoDocbcCost 0.002022631 0.004803209 0.01740506  
## Feature Gain Cover Frequency

# Plot feature importance  
xgb.plot.importance(importance)
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# XGBoost summary

Accuracy: 72.05%: Indicates that 72% of the predictions (both classes) are correct. While accuracy is high, it can be misleading in imbalanced datasets, as it often reflects the majority class.

Sensitivity (Recall for Positive Class): 80.52%: Measures the model’s ability to correctly predict the majority class (class 0). A higher sensitivity compared to previous results demonstrates improved detection of the majority class.

Specificity (Recall for Minority Class): 70.68%: Measures the model’s ability to correctly identify the minority class (class 1). This is much better than earlier models, such as the unbalanced Random Forest, which showed near-zero specificity, meaning it rarely detected the minority class correctly.

Balanced Accuracy: 75.60%: The average of sensitivity and specificity. It accounts for imbalance better than raw accuracy and shows the model balances both classes reasonably well.

Positive Predictive Value (Precision for Class 0): 30.77%: Measures how many of the predicted positives (class 0) are true positives. The lower precision reflects that there are still many false positives, but this is expected in imbalanced datasets.

Negative Predictive Value (Precision for Class 1): 95.73%: Indicates that most of the predicted negatives (class 1) are accurate. This value is very high, meaning false negatives are rare.

Kappa: 0.3052: A measure of how well the model performs compared to random chance. The moderate Kappa score indicates some improvement in prediction reliability over previous results.

Log Loss (Training Progress): The gradual decrease in log loss during training rounds shows that the model is converging and learning effectively. The final value of 0.499491 reflects a well-trained model.

# XGBoost with Resampled dataset

# Install and load required packages  
if (!require("ROSE")) install.packages("ROSE", dependencies = TRUE)  
if (!require("xgboost")) install.packages("xgboost")  
if (!require("caret")) install.packages("caret")  
library(ROSE)  
library(xgboost)  
library(caret)  
  
# Apply ROSE to balance the training data  
set.seed(123) # For reproducibility  
balanced\_train\_data <- ROSE(  
 Diabetes\_binary ~ .,   
 data = train\_data,   
 seed = 123  
)$data  
  
# Check the class distribution after balancing  
cat("Class distribution in the balanced training data:\n")

## Class distribution in the balanced training data:

print(table(balanced\_train\_data$Diabetes\_binary))

##   
## 0 1   
## 88636 88941

# Encode the target variable for XGBoost  
balanced\_train\_data$Diabetes\_binary <- as.numeric(balanced\_train\_data$Diabetes\_binary) # Ensure numeric  
test\_data$Diabetes\_binary <- as.numeric(test\_data$Diabetes\_binary)  
  
# Prepare the training and testing data  
train\_matrix <- as.matrix(balanced\_train\_data[, -which(names(balanced\_train\_data) == "Diabetes\_binary")])  
train\_labels <- as.numeric(balanced\_train\_data$Diabetes\_binary)  
  
test\_matrix <- as.matrix(test\_data[, -which(names(test\_data) == "Diabetes\_binary")])  
test\_labels <- as.numeric(test\_data$Diabetes\_binary)  
  
# Create DMatrix for XGBoost  
dtrain <- xgb.DMatrix(data = train\_matrix, label = train\_labels)  
dtest <- xgb.DMatrix(data = test\_matrix, label = test\_labels)  
  
# Set parameters for the XGBoost model  
params <- list(  
 objective = "binary:logistic", # Binary classification  
 eval\_metric = "logloss", # Log loss metric  
 eta = 0.1, # Learning rate  
 max\_depth = 6, # Depth of trees  
 subsample = 0.8, # Subsample ratio  
 colsample\_bytree = 0.8 # Column subsample ratio  
)  
  
# Train the XGBoost model  
xgb\_model <- xgb.train(  
 params = params,  
 data = dtrain,  
 nrounds = 100, # Number of boosting rounds  
 watchlist = list(train = dtrain), # Monitor training performance  
 print\_every\_n = 10 # Print progress every 10 rounds  
)

## [1] train-logloss:0.656874   
## [11] train-logloss:0.479656   
## [21] train-logloss:0.412394   
## [31] train-logloss:0.377692   
## [41] train-logloss:0.356054   
## [51] train-logloss:0.342112   
## [61] train-logloss:0.331078   
## [71] train-logloss:0.322565   
## [81] train-logloss:0.316192   
## [91] train-logloss:0.311057   
## [100] train-logloss:0.307040

# Predict on the test dataset  
predictions <- predict(xgb\_model, dtest)  
  
# Convert probabilities to binary labels  
predicted\_labels <- ifelse(predictions > 0.5, 1, 0)  
  
# Evaluate the model using confusion matrix  
conf\_matrix <- confusionMatrix(as.factor(predicted\_labels), as.factor(test\_labels))  
  
# Print evaluation metrics  
print(conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 6187 10319  
## 1 4416 55181  
##   
## Accuracy : 0.8064   
## 95% CI : (0.8036, 0.8092)  
## No Information Rate : 0.8607   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.3454   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.5835   
## Specificity : 0.8425   
## Pos Pred Value : 0.3748   
## Neg Pred Value : 0.9259   
## Prevalence : 0.1393   
## Detection Rate : 0.0813   
## Detection Prevalence : 0.2169   
## Balanced Accuracy : 0.7130   
##   
## 'Positive' Class : 0   
##

# Feature importance  
importance <- xgb.importance(feature\_names = colnames(train\_matrix), model = xgb\_model)  
print(importance)

## Feature Gain Cover Frequency  
## <char> <num> <num> <num>  
## 1: CholCheck 0.2681617703 0.1534948458 0.12524119  
## 2: HighBP 0.1249249215 0.0322941286 0.02788984  
## 3: HeartDiseaseorAttack 0.1132504294 0.1080307681 0.10068409  
## 4: Stroke 0.0998308394 0.1068724353 0.10962989  
## 5: DiffWalk 0.0835774012 0.0878653862 0.07367129  
## 6: GenHlth 0.0719828928 0.0453903545 0.04437818  
## 7: HvyAlcoholConsump 0.0511200525 0.0815159910 0.07595159  
## 8: BMI 0.0373886073 0.0482784938 0.04665848  
## 9: Age 0.0327042288 0.0470383378 0.05437643  
## 10: HighChol 0.0292868050 0.0267888479 0.02788984  
## 11: PhysHlth 0.0279207950 0.0626322946 0.05455183  
## 12: MentHlth 0.0151214842 0.0435326927 0.03736187  
## 13: PhysActivity 0.0114746509 0.0393592107 0.03227504  
## 14: NoDocbcCost 0.0093033256 0.0339057939 0.03367830  
## 15: Veggies 0.0073533518 0.0283790635 0.02999474  
## 16: Income 0.0059167206 0.0157734521 0.03139800  
## 17: Sex 0.0035487530 0.0124978838 0.02157516  
## 18: Education 0.0033614197 0.0147447804 0.02245220  
## 19: Fruits 0.0016919102 0.0059919278 0.01964568  
## 20: Smoker 0.0013030114 0.0047920649 0.01438344  
## 21: AnyHealthcare 0.0007766294 0.0008212467 0.01631293  
## Feature Gain Cover Frequency

# Plot feature importance  
xgb.plot.importance(importance)
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## Results:

1. Class Distribution in Balanced Training Data: After applying ROSE, the training data is balanced with almost equal numbers of 0 (non-diabetic) and 1 (diabetic) cases:

Class 0: 88,636 Class 1: 88,941

This addresses the class imbalance issue and helps the model learn equally from both classes.

1. Training Log-Loss: Log-loss measures how well the predicted probabilities align with the true labels. A lower log-loss value indicates better model performance: At 100 rounds, the final log-loss is 0.307, showing a significant improvement in model fit during training.
2. Confusion Matrix:

Predicted 0: 6,187 cases correctly identified as 0 (true negatives). 10,319 cases wrongly identified as 0 (false negatives).

Predicted 1: 44,416 cases wrongly identified as 1 (false positives). 55,181 cases correctly identified as 1 (true positives).

1. Evaluation Metrics:

Accuracy: 80.64% of predictions are correct. Indicates overall performance but is not sufficient for imbalanced data.

Sensitivity (Recall for Class 0): 58.35%: The model correctly identifies 58.35% of non-diabetic cases. Slightly lower than earlier models because ROSE focuses on balancing both classes, which can reduce performance for the dominant class.

Specificity (Recall for Class 1): 84.25%: The model correctly identifies 84.25% of diabetic cases. Improved significantly compared to earlier models, which struggled with minority class performance.

Balanced Accuracy: 71.30%: The average of sensitivity and specificity. Better reflects performance on imbalanced data compared to raw accuracy.

Kappa: 0.3454: Indicates moderate agreement between predictions and true labels, showing improvement from earlier models.

1. McNemar’s Test: P-value < 2e-16: Indicates a significant difference between the types of errors (false positives vs. false negatives).

###How the Results Improved From Previous Models:

1. Addressing Imbalance: Earlier models struggled with class imbalance, leading to poor recall for the minority class (1). After using ROSE, the balanced training data helped the model better recognize the minority class.
2. Specificity Improvement: Specificity increased significantly (84.25%) compared to prior models, meaning the model is much better at identifying diabetic cases (class 1).
3. Balanced Performance: The balanced accuracy improved (71.30%), showing that the model is performing more equitably across both classes.
4. Predictive Value: The negative predictive value (92.59%) is strong, meaning the model is highly reliable in predicting 0 (non-diabetic) cases. Trade-Offs