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library("caret")

## Loading required package: lattice  
## Loading required package: ggplot2

#data collection  
setwd("E:/final\_data")  
data <- read.csv("final\_data.csv", header=F)  
#data preparation - adding column header   
header\_name<-c("year", "month", "day", "atime", "placement\_id", "exchange\_id", "hour",  
 "name", "exchange\_name", "site\_id", "site\_name", "size", "target")  
colnames(data) <- header\_name  
colnames(data)

## [1] "year" "month" "day" "atime"   
## [5] "placement\_id" "exchange\_id" "hour" "name"   
## [9] "exchange\_name" "site\_id" "site\_name" "size"   
## [13] "target"

#near zero variance checking  
nzv <- nearZeroVar(data)  
nzv

## [1] 1 2 13

#just removed year  
selected\_header <- c("month", "day", "atime", "placement\_id", "exchange\_id",  
 "hour", "site\_id", "size", "target")  
data1 <- (data[,selected\_header])  
#View(data1)  
dim(data1)

## [1] 1997490 9

#to derive weekday   
x <- as.character((data$atime))  
y <-strptime(x,"%Y-%m-%d %H:%M:%S", tz = "")  
data1$weekday <- y$wday  
  
data1$size <- as.character(data1$size)  
selected\_header\_2 <- c("month", "day", "placement\_id", "exchange\_id",  
 "hour", "site\_id", "size", "weekday", "target")  
data2 <- (data1[,selected\_header\_2])  
  
feature.names <- names(data2)[1:(ncol(data2)-1)]  
  
#to change every char type to numeric equivalent  
for (f in feature.names) {  
 if (class(data2[[f]])=="character") {  
 levels <- unique(data2[[f]])  
 data2[[f]] <- as.integer(factor(data2[[f]], levels=levels))  
   
 }  
}  
data2 <- data.frame(lapply(data2, as.numeric))  
summary(data2)

## month day placement\_id exchange\_id   
## Min. :8 Min. : 1.00 Min. :120725196 Min. : 1.000   
## 1st Qu.:8 1st Qu.: 8.00 1st Qu.:120746014 1st Qu.: 1.000   
## Median :8 Median :12.00 Median :120746014 Median : 1.000   
## Mean :8 Mean :12.22 Mean :120744421 Mean : 5.801   
## 3rd Qu.:8 3rd Qu.:17.00 3rd Qu.:120746015 3rd Qu.: 9.000   
## Max. :9 Max. :28.00 Max. :120746017 Max. :56.000   
##   
## hour site\_id size weekday   
## Min. : 0.000 Min. : 10006 Min. :1.000 Min. :0.000   
## 1st Qu.: 4.000 1st Qu.: 22827 1st Qu.:1.000 1st Qu.:2.000   
## Median : 9.000 Median : 98943 Median :2.000 Median :3.000   
## Mean : 9.173 Mean : 710141 Mean :2.019 Mean :3.009   
## 3rd Qu.:13.000 3rd Qu.: 747490 3rd Qu.:3.000 3rd Qu.:5.000   
## Max. :23.000 Max. :21788548 Max. :3.000 Max. :6.000   
## NA's :32625   
## target   
## Min. :0.000000   
## 1st Qu.:0.000000   
## Median :0.000000   
## Mean :0.001211   
## 3rd Qu.:0.000000   
## Max. :1.000000   
##

#missing value - impute by -1 [ site id]  
data2[is.na(data2)] <- -1  
  
#CONVERT TARGET AS FACTOR WITH - YES - NO LABEL  
data2$target <- as.factor(data2$target)  
data2$target <- ifelse(data2$target==1,"YES", "NO")  
data2$target <- as.factor(data2$target)  
###data preparation completed  
  
  
##data split - training and test  
set.seed(1234)  
train <- data2[sample(nrow(data2)),]  
split <- floor(nrow(train)/2)  
trainData <- train[0:split,]  
testData <- train[(split+1):(split\*2),]  
  
str(trainData)

## 'data.frame': 998745 obs. of 9 variables:  
## $ month : num 8 8 8 8 8 8 8 8 8 8 ...  
## $ day : num 9 7 17 17 19 17 5 6 15 7 ...  
## $ placement\_id: num 1.21e+08 1.21e+08 1.21e+08 1.21e+08 1.21e+08 ...  
## $ exchange\_id : num 1 1 1 1 1 12 2 1 1 1 ...  
## $ hour : num 23 7 8 10 2 14 0 10 4 13 ...  
## $ site\_id : num 1257809 2509165 1329439 1071608 47490 ...  
## $ size : num 2 3 1 2 3 1 1 1 3 1 ...  
## $ weekday : num 0 5 1 1 3 1 3 4 6 5 ...  
## $ target : Factor w/ 2 levels "NO","YES": 1 1 1 1 1 1 1 1 1 1 ...

labelName <- 'target'  
predictors <- names(train)[1:(ncol(train)-1)]  
  
#checking the stats for target variable distribution for each set  
table(trainData$target)

##   
## NO YES   
## 997551 1194

table(testData$target)

##   
## NO YES   
## 997519 1226

#sampling down - training set  
EN\_DATA\_YES <- trainData[which(trainData$target=="YES"),]  
EN\_DATA\_NO <- trainData[sample(nrow(trainData[which(trainData$target=="NO"),]),nrow(EN\_DATA\_YES)),]  
balanced\_train <- rbind(EN\_DATA\_YES, EN\_DATA\_NO)  
balanced\_train <- balanced\_train[sample(nrow(balanced\_train)),]  
  
  
######  
library("e1071")  
m <- naiveBayes(target ~ ., data = balanced\_train)  
t1 <- table(predict(m, testData[,predictors]), testData[,9])  
t1 <- as.data.frame.matrix(t1)  
#t1[1,1]  
accu\_naive <-sum(t1[1,1] + t1[2,2])/sum(t1)  
precision\_naive <- t1[2,2]/sum(t1$YES)  
accu\_naive

## [1] 0.9992711

precision\_naive

## [1] 0.4094617

library("randomForest")

## randomForest 4.6-10  
## Type rfNews() to see new features/changes/bug fixes.

rfm <- randomForest(target ~ ., data = balanced\_train, ntry=3, ntree=25)  
t <- table(predict(rfm, testData[,predictors]), testData[,9])  
t <- as.data.frame.matrix(t)  
#t[1,1]  
accu\_rf <-sum(t[1,1] + t[2,2])/sum(t)  
precision\_rf <- t[2,2]/sum(t$YES)  
accu\_rf

## [1] 0.9026398

precision\_rf

## [1] 0.8034258

varImpPlot(rfm)
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#####to provide probability of conversion of the data set####3  
prob\_score <- predict(rfm, data2[,predictors], "prob")  
######################################################  
  
  
library("caret")  
myControl <- trainControl(method='cv', number=10, returnResamp='none')  
#benchmark model - gbm  
test\_model <- train(balanced\_train[,predictors], balanced\_train[,labelName], method='gbm', trControl=myControl)

## Loading required package: gbm  
## Loading required package: survival  
##   
## Attaching package: 'survival'  
##   
## The following object is masked from 'package:caret':  
##   
## cluster  
##   
## Loading required package: splines  
## Loading required package: parallel  
## Loaded gbm 2.1.1  
## Loading required package: plyr

## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3398 nan 0.1000 0.0236  
## 2 1.3034 nan 0.1000 0.0191  
## 3 1.2736 nan 0.1000 0.0151  
## 4 1.2478 nan 0.1000 0.0129  
## 5 1.2248 nan 0.1000 0.0112  
## 6 1.2035 nan 0.1000 0.0097  
## 7 1.1861 nan 0.1000 0.0078  
## 8 1.1665 nan 0.1000 0.0104  
## 9 1.1519 nan 0.1000 0.0068  
## 10 1.1391 nan 0.1000 0.0059  
## 20 1.0213 nan 0.1000 0.0050  
## 40 0.9019 nan 0.1000 0.0007  
## 60 0.8348 nan 0.1000 0.0006  
## 80 0.7908 nan 0.1000 0.0001  
## 100 0.7647 nan 0.1000 0.0004  
## 120 0.7438 nan 0.1000 -0.0001  
## 140 0.7270 nan 0.1000 0.0006  
## 150 0.7214 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3142 nan 0.1000 0.0376  
## 2 1.2536 nan 0.1000 0.0306  
## 3 1.2029 nan 0.1000 0.0242  
## 4 1.1586 nan 0.1000 0.0216  
## 5 1.1221 nan 0.1000 0.0180  
## 6 1.0884 nan 0.1000 0.0155  
## 7 1.0598 nan 0.1000 0.0138  
## 8 1.0351 nan 0.1000 0.0121  
## 9 1.0132 nan 0.1000 0.0103  
## 10 0.9924 nan 0.1000 0.0107  
## 20 0.8690 nan 0.1000 0.0040  
## 40 0.7596 nan 0.1000 0.0009  
## 60 0.7119 nan 0.1000 -0.0002  
## 80 0.6774 nan 0.1000 0.0001  
## 100 0.6564 nan 0.1000 -0.0004  
## 120 0.6402 nan 0.1000 -0.0001  
## 140 0.6249 nan 0.1000 -0.0003  
## 150 0.6172 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3019 nan 0.1000 0.0402  
## 2 1.2334 nan 0.1000 0.0336  
## 3 1.1788 nan 0.1000 0.0257  
## 4 1.1275 nan 0.1000 0.0257  
## 5 1.0843 nan 0.1000 0.0212  
## 6 1.0510 nan 0.1000 0.0158  
## 7 1.0205 nan 0.1000 0.0141  
## 8 0.9917 nan 0.1000 0.0146  
## 9 0.9650 nan 0.1000 0.0114  
## 10 0.9422 nan 0.1000 0.0108  
## 20 0.8101 nan 0.1000 0.0021  
## 40 0.7065 nan 0.1000 0.0014  
## 60 0.6601 nan 0.1000 0.0004  
## 80 0.6281 nan 0.1000 -0.0001  
## 100 0.6043 nan 0.1000 0.0009  
## 120 0.5851 nan 0.1000 -0.0001  
## 140 0.5687 nan 0.1000 -0.0002  
## 150 0.5614 nan 0.1000 -0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3387 nan 0.1000 0.0238  
## 2 1.3005 nan 0.1000 0.0180  
## 3 1.2690 nan 0.1000 0.0155  
## 4 1.2427 nan 0.1000 0.0127  
## 5 1.2217 nan 0.1000 0.0101  
## 6 1.1993 nan 0.1000 0.0111  
## 7 1.1816 nan 0.1000 0.0080  
## 8 1.1672 nan 0.1000 0.0056  
## 9 1.1482 nan 0.1000 0.0100  
## 10 1.1335 nan 0.1000 0.0073  
## 20 1.0156 nan 0.1000 0.0048  
## 40 0.8935 nan 0.1000 0.0010  
## 60 0.8263 nan 0.1000 0.0006  
## 80 0.7866 nan 0.1000 0.0001  
## 100 0.7565 nan 0.1000 0.0001  
## 120 0.7344 nan 0.1000 0.0001  
## 140 0.7183 nan 0.1000 0.0009  
## 150 0.7083 nan 0.1000 0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3098 nan 0.1000 0.0370  
## 2 1.2500 nan 0.1000 0.0311  
## 3 1.2002 nan 0.1000 0.0245  
## 4 1.1564 nan 0.1000 0.0222  
## 5 1.1196 nan 0.1000 0.0179  
## 6 1.0869 nan 0.1000 0.0160  
## 7 1.0581 nan 0.1000 0.0138  
## 8 1.0340 nan 0.1000 0.0121  
## 9 1.0104 nan 0.1000 0.0114  
## 10 0.9912 nan 0.1000 0.0092  
## 20 0.8665 nan 0.1000 0.0039  
## 40 0.7543 nan 0.1000 0.0013  
## 60 0.7000 nan 0.1000 0.0002  
## 80 0.6701 nan 0.1000 -0.0001  
## 100 0.6483 nan 0.1000 0.0001  
## 120 0.6327 nan 0.1000 -0.0004  
## 140 0.6159 nan 0.1000 0.0003  
## 150 0.6094 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3014 nan 0.1000 0.0441  
## 2 1.2337 nan 0.1000 0.0352  
## 3 1.1740 nan 0.1000 0.0294  
## 4 1.1239 nan 0.1000 0.0236  
## 5 1.0799 nan 0.1000 0.0215  
## 6 1.0425 nan 0.1000 0.0175  
## 7 1.0107 nan 0.1000 0.0157  
## 8 0.9838 nan 0.1000 0.0129  
## 9 0.9590 nan 0.1000 0.0121  
## 10 0.9377 nan 0.1000 0.0099  
## 20 0.8048 nan 0.1000 0.0046  
## 40 0.6923 nan 0.1000 0.0005  
## 60 0.6452 nan 0.1000 0.0001  
## 80 0.6167 nan 0.1000 -0.0003  
## 100 0.5942 nan 0.1000 -0.0002  
## 120 0.5796 nan 0.1000 -0.0005  
## 140 0.5636 nan 0.1000 -0.0003  
## 150 0.5568 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3413 nan 0.1000 0.0238  
## 2 1.3034 nan 0.1000 0.0191  
## 3 1.2713 nan 0.1000 0.0162  
## 4 1.2451 nan 0.1000 0.0125  
## 5 1.2227 nan 0.1000 0.0108  
## 6 1.2022 nan 0.1000 0.0105  
## 7 1.1821 nan 0.1000 0.0092  
## 8 1.1643 nan 0.1000 0.0092  
## 9 1.1496 nan 0.1000 0.0068  
## 10 1.1336 nan 0.1000 0.0083  
## 20 1.0232 nan 0.1000 0.0039  
## 40 0.8982 nan 0.1000 0.0014  
## 60 0.8297 nan 0.1000 0.0008  
## 80 0.7835 nan 0.1000 0.0002  
## 100 0.7548 nan 0.1000 0.0005  
## 120 0.7355 nan 0.1000 -0.0001  
## 140 0.7149 nan 0.1000 -0.0004  
## 150 0.7090 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3140 nan 0.1000 0.0352  
## 2 1.2544 nan 0.1000 0.0285  
## 3 1.2029 nan 0.1000 0.0252  
## 4 1.1587 nan 0.1000 0.0218  
## 5 1.1222 nan 0.1000 0.0169  
## 6 1.0909 nan 0.1000 0.0156  
## 7 1.0626 nan 0.1000 0.0138  
## 8 1.0370 nan 0.1000 0.0125  
## 9 1.0159 nan 0.1000 0.0100  
## 10 0.9956 nan 0.1000 0.0096  
## 20 0.8735 nan 0.1000 0.0031  
## 40 0.7511 nan 0.1000 0.0021  
## 60 0.6973 nan 0.1000 0.0002  
## 80 0.6696 nan 0.1000 0.0004  
## 100 0.6445 nan 0.1000 -0.0003  
## 120 0.6273 nan 0.1000 -0.0002  
## 140 0.6112 nan 0.1000 -0.0006  
## 150 0.6039 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3027 nan 0.1000 0.0417  
## 2 1.2332 nan 0.1000 0.0339  
## 3 1.1735 nan 0.1000 0.0297  
## 4 1.1271 nan 0.1000 0.0232  
## 5 1.0833 nan 0.1000 0.0212  
## 6 1.0466 nan 0.1000 0.0165  
## 7 1.0141 nan 0.1000 0.0149  
## 8 0.9847 nan 0.1000 0.0136  
## 9 0.9584 nan 0.1000 0.0120  
## 10 0.9362 nan 0.1000 0.0105  
## 20 0.8051 nan 0.1000 0.0032  
## 40 0.6980 nan 0.1000 0.0006  
## 60 0.6476 nan 0.1000 0.0000  
## 80 0.6170 nan 0.1000 -0.0001  
## 100 0.5947 nan 0.1000 -0.0004  
## 120 0.5753 nan 0.1000 -0.0004  
## 140 0.5612 nan 0.1000 -0.0002  
## 150 0.5535 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3393 nan 0.1000 0.0232  
## 2 1.3017 nan 0.1000 0.0179  
## 3 1.2700 nan 0.1000 0.0152  
## 4 1.2445 nan 0.1000 0.0127  
## 5 1.2219 nan 0.1000 0.0113  
## 6 1.2011 nan 0.1000 0.0093  
## 7 1.1852 nan 0.1000 0.0077  
## 8 1.1651 nan 0.1000 0.0094  
## 9 1.1485 nan 0.1000 0.0080  
## 10 1.1341 nan 0.1000 0.0068  
## 20 1.0246 nan 0.1000 0.0030  
## 40 0.9035 nan 0.1000 0.0017  
## 60 0.8321 nan 0.1000 0.0005  
## 80 0.7917 nan 0.1000 0.0001  
## 100 0.7625 nan 0.1000 0.0006  
## 120 0.7423 nan 0.1000 -0.0001  
## 140 0.7235 nan 0.1000 0.0002  
## 150 0.7176 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3113 nan 0.1000 0.0341  
## 2 1.2527 nan 0.1000 0.0304  
## 3 1.2044 nan 0.1000 0.0235  
## 4 1.1617 nan 0.1000 0.0215  
## 5 1.1254 nan 0.1000 0.0182  
## 6 1.0937 nan 0.1000 0.0145  
## 7 1.0650 nan 0.1000 0.0138  
## 8 1.0401 nan 0.1000 0.0123  
## 9 1.0159 nan 0.1000 0.0117  
## 10 0.9967 nan 0.1000 0.0090  
## 20 0.8675 nan 0.1000 0.0041  
## 40 0.7601 nan 0.1000 0.0007  
## 60 0.7081 nan 0.1000 0.0008  
## 80 0.6763 nan 0.1000 0.0002  
## 100 0.6564 nan 0.1000 -0.0001  
## 120 0.6427 nan 0.1000 -0.0000  
## 140 0.6298 nan 0.1000 -0.0003  
## 150 0.6223 nan 0.1000 -0.0006  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3025 nan 0.1000 0.0408  
## 2 1.2328 nan 0.1000 0.0347  
## 3 1.1752 nan 0.1000 0.0285  
## 4 1.1269 nan 0.1000 0.0232  
## 5 1.0841 nan 0.1000 0.0210  
## 6 1.0481 nan 0.1000 0.0174  
## 7 1.0176 nan 0.1000 0.0141  
## 8 0.9929 nan 0.1000 0.0115  
## 9 0.9673 nan 0.1000 0.0118  
## 10 0.9447 nan 0.1000 0.0115  
## 20 0.8102 nan 0.1000 0.0032  
## 40 0.7116 nan 0.1000 0.0007  
## 60 0.6608 nan 0.1000 0.0001  
## 80 0.6266 nan 0.1000 -0.0003  
## 100 0.5994 nan 0.1000 -0.0001  
## 120 0.5821 nan 0.1000 -0.0005  
## 140 0.5663 nan 0.1000 -0.0003  
## 150 0.5580 nan 0.1000 -0.0004  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3407 nan 0.1000 0.0217  
## 2 1.3021 nan 0.1000 0.0187  
## 3 1.2702 nan 0.1000 0.0156  
## 4 1.2446 nan 0.1000 0.0124  
## 5 1.2226 nan 0.1000 0.0106  
## 6 1.2035 nan 0.1000 0.0086  
## 7 1.1823 nan 0.1000 0.0108  
## 8 1.1658 nan 0.1000 0.0085  
## 9 1.1493 nan 0.1000 0.0080  
## 10 1.1351 nan 0.1000 0.0066  
## 20 1.0264 nan 0.1000 0.0038  
## 40 0.9091 nan 0.1000 0.0018  
## 60 0.8368 nan 0.1000 0.0020  
## 80 0.7992 nan 0.1000 0.0016  
## 100 0.7730 nan 0.1000 0.0003  
## 120 0.7513 nan 0.1000 0.0011  
## 140 0.7330 nan 0.1000 0.0001  
## 150 0.7261 nan 0.1000 0.0004  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3135 nan 0.1000 0.0363  
## 2 1.2562 nan 0.1000 0.0296  
## 3 1.2061 nan 0.1000 0.0242  
## 4 1.1632 nan 0.1000 0.0207  
## 5 1.1276 nan 0.1000 0.0180  
## 6 1.0955 nan 0.1000 0.0143  
## 7 1.0672 nan 0.1000 0.0129  
## 8 1.0453 nan 0.1000 0.0114  
## 9 1.0220 nan 0.1000 0.0117  
## 10 1.0006 nan 0.1000 0.0099  
## 20 0.8759 nan 0.1000 0.0030  
## 40 0.7675 nan 0.1000 0.0008  
## 60 0.7163 nan 0.1000 -0.0001  
## 80 0.6832 nan 0.1000 -0.0003  
## 100 0.6571 nan 0.1000 -0.0004  
## 120 0.6415 nan 0.1000 -0.0002  
## 140 0.6240 nan 0.1000 0.0001  
## 150 0.6179 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3094 nan 0.1000 0.0355  
## 2 1.2402 nan 0.1000 0.0339  
## 3 1.1826 nan 0.1000 0.0302  
## 4 1.1333 nan 0.1000 0.0246  
## 5 1.0918 nan 0.1000 0.0206  
## 6 1.0541 nan 0.1000 0.0186  
## 7 1.0251 nan 0.1000 0.0147  
## 8 0.9957 nan 0.1000 0.0141  
## 9 0.9699 nan 0.1000 0.0115  
## 10 0.9479 nan 0.1000 0.0097  
## 20 0.8138 nan 0.1000 0.0050  
## 40 0.7141 nan 0.1000 0.0031  
## 60 0.6639 nan 0.1000 0.0006  
## 80 0.6358 nan 0.1000 -0.0002  
## 100 0.6081 nan 0.1000 -0.0001  
## 120 0.5882 nan 0.1000 -0.0006  
## 140 0.5703 nan 0.1000 -0.0004  
## 150 0.5632 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3426 nan 0.1000 0.0221  
## 2 1.3049 nan 0.1000 0.0184  
## 3 1.2731 nan 0.1000 0.0147  
## 4 1.2463 nan 0.1000 0.0130  
## 5 1.2238 nan 0.1000 0.0102  
## 6 1.2024 nan 0.1000 0.0109  
## 7 1.1860 nan 0.1000 0.0081  
## 8 1.1657 nan 0.1000 0.0096  
## 9 1.1512 nan 0.1000 0.0077  
## 10 1.1336 nan 0.1000 0.0084  
## 20 1.0287 nan 0.1000 0.0031  
## 40 0.9056 nan 0.1000 0.0023  
## 60 0.8407 nan 0.1000 0.0006  
## 80 0.8007 nan 0.1000 0.0014  
## 100 0.7742 nan 0.1000 0.0009  
## 120 0.7526 nan 0.1000 0.0002  
## 140 0.7378 nan 0.1000 -0.0002  
## 150 0.7300 nan 0.1000 0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3132 nan 0.1000 0.0352  
## 2 1.2530 nan 0.1000 0.0292  
## 3 1.2034 nan 0.1000 0.0246  
## 4 1.1623 nan 0.1000 0.0209  
## 5 1.1259 nan 0.1000 0.0185  
## 6 1.0941 nan 0.1000 0.0156  
## 7 1.0666 nan 0.1000 0.0137  
## 8 1.0413 nan 0.1000 0.0115  
## 9 1.0204 nan 0.1000 0.0106  
## 10 0.9995 nan 0.1000 0.0108  
## 20 0.8747 nan 0.1000 0.0047  
## 40 0.7707 nan 0.1000 0.0017  
## 60 0.7181 nan 0.1000 -0.0003  
## 80 0.6864 nan 0.1000 0.0003  
## 100 0.6653 nan 0.1000 -0.0004  
## 120 0.6477 nan 0.1000 -0.0004  
## 140 0.6353 nan 0.1000 0.0001  
## 150 0.6284 nan 0.1000 0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3031 nan 0.1000 0.0427  
## 2 1.2348 nan 0.1000 0.0349  
## 3 1.1780 nan 0.1000 0.0269  
## 4 1.1332 nan 0.1000 0.0197  
## 5 1.0907 nan 0.1000 0.0207  
## 6 1.0567 nan 0.1000 0.0156  
## 7 1.0238 nan 0.1000 0.0159  
## 8 0.9974 nan 0.1000 0.0118  
## 9 0.9708 nan 0.1000 0.0129  
## 10 0.9497 nan 0.1000 0.0096  
## 20 0.8208 nan 0.1000 0.0045  
## 40 0.7181 nan 0.1000 0.0008  
## 60 0.6720 nan 0.1000 -0.0005  
## 80 0.6408 nan 0.1000 -0.0000  
## 100 0.6167 nan 0.1000 0.0006  
## 120 0.6005 nan 0.1000 -0.0005  
## 140 0.5837 nan 0.1000 -0.0005  
## 150 0.5782 nan 0.1000 -0.0004  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3405 nan 0.1000 0.0236  
## 2 1.3038 nan 0.1000 0.0190  
## 3 1.2713 nan 0.1000 0.0153  
## 4 1.2452 nan 0.1000 0.0132  
## 5 1.2220 nan 0.1000 0.0107  
## 6 1.2010 nan 0.1000 0.0099  
## 7 1.1844 nan 0.1000 0.0074  
## 8 1.1650 nan 0.1000 0.0093  
## 9 1.1508 nan 0.1000 0.0060  
## 10 1.1344 nan 0.1000 0.0085  
## 20 1.0224 nan 0.1000 0.0047  
## 40 0.9029 nan 0.1000 0.0030  
## 60 0.8378 nan 0.1000 0.0004  
## 80 0.7969 nan 0.1000 0.0007  
## 100 0.7704 nan 0.1000 0.0001  
## 120 0.7501 nan 0.1000 0.0003  
## 140 0.7343 nan 0.1000 0.0002  
## 150 0.7243 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3120 nan 0.1000 0.0353  
## 2 1.2525 nan 0.1000 0.0287  
## 3 1.2035 nan 0.1000 0.0246  
## 4 1.1608 nan 0.1000 0.0209  
## 5 1.1258 nan 0.1000 0.0165  
## 6 1.0937 nan 0.1000 0.0162  
## 7 1.0670 nan 0.1000 0.0127  
## 8 1.0399 nan 0.1000 0.0117  
## 9 1.0160 nan 0.1000 0.0112  
## 10 0.9982 nan 0.1000 0.0086  
## 20 0.8736 nan 0.1000 0.0035  
## 40 0.7648 nan 0.1000 0.0009  
## 60 0.7104 nan 0.1000 0.0012  
## 80 0.6815 nan 0.1000 -0.0009  
## 100 0.6601 nan 0.1000 0.0001  
## 120 0.6407 nan 0.1000 0.0001  
## 140 0.6260 nan 0.1000 -0.0001  
## 150 0.6195 nan 0.1000 0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3025 nan 0.1000 0.0408  
## 2 1.2366 nan 0.1000 0.0334  
## 3 1.1765 nan 0.1000 0.0292  
## 4 1.1307 nan 0.1000 0.0220  
## 5 1.0890 nan 0.1000 0.0200  
## 6 1.0551 nan 0.1000 0.0164  
## 7 1.0246 nan 0.1000 0.0144  
## 8 0.9969 nan 0.1000 0.0133  
## 9 0.9702 nan 0.1000 0.0130  
## 10 0.9481 nan 0.1000 0.0100  
## 20 0.8141 nan 0.1000 0.0044  
## 40 0.7162 nan 0.1000 0.0013  
## 60 0.6722 nan 0.1000 -0.0002  
## 80 0.6391 nan 0.1000 0.0001  
## 100 0.6159 nan 0.1000 -0.0003  
## 120 0.5970 nan 0.1000 0.0000  
## 140 0.5804 nan 0.1000 -0.0004  
## 150 0.5725 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3394 nan 0.1000 0.0218  
## 2 1.3023 nan 0.1000 0.0186  
## 3 1.2714 nan 0.1000 0.0140  
## 4 1.2463 nan 0.1000 0.0127  
## 5 1.2241 nan 0.1000 0.0101  
## 6 1.2022 nan 0.1000 0.0102  
## 7 1.1855 nan 0.1000 0.0081  
## 8 1.1666 nan 0.1000 0.0096  
## 9 1.1526 nan 0.1000 0.0074  
## 10 1.1358 nan 0.1000 0.0083  
## 20 1.0222 nan 0.1000 0.0049  
## 40 0.9080 nan 0.1000 0.0018  
## 60 0.8394 nan 0.1000 0.0006  
## 80 0.7967 nan 0.1000 -0.0001  
## 100 0.7676 nan 0.1000 0.0002  
## 120 0.7483 nan 0.1000 0.0002  
## 140 0.7306 nan 0.1000 0.0006  
## 150 0.7255 nan 0.1000 -0.0004  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3131 nan 0.1000 0.0366  
## 2 1.2584 nan 0.1000 0.0282  
## 3 1.2056 nan 0.1000 0.0257  
## 4 1.1628 nan 0.1000 0.0207  
## 5 1.1275 nan 0.1000 0.0164  
## 6 1.0941 nan 0.1000 0.0165  
## 7 1.0661 nan 0.1000 0.0130  
## 8 1.0410 nan 0.1000 0.0113  
## 9 1.0206 nan 0.1000 0.0097  
## 10 0.9999 nan 0.1000 0.0105  
## 20 0.8790 nan 0.1000 0.0034  
## 40 0.7638 nan 0.1000 0.0012  
## 60 0.7144 nan 0.1000 0.0001  
## 80 0.6781 nan 0.1000 0.0001  
## 100 0.6595 nan 0.1000 0.0001  
## 120 0.6367 nan 0.1000 -0.0003  
## 140 0.6247 nan 0.1000 -0.0005  
## 150 0.6188 nan 0.1000 0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3050 nan 0.1000 0.0410  
## 2 1.2371 nan 0.1000 0.0332  
## 3 1.1821 nan 0.1000 0.0278  
## 4 1.1364 nan 0.1000 0.0213  
## 5 1.0936 nan 0.1000 0.0209  
## 6 1.0565 nan 0.1000 0.0174  
## 7 1.0233 nan 0.1000 0.0158  
## 8 0.9968 nan 0.1000 0.0134  
## 9 0.9732 nan 0.1000 0.0113  
## 10 0.9489 nan 0.1000 0.0113  
## 20 0.8162 nan 0.1000 0.0030  
## 40 0.7095 nan 0.1000 0.0016  
## 60 0.6641 nan 0.1000 -0.0000  
## 80 0.6339 nan 0.1000 0.0002  
## 100 0.6096 nan 0.1000 -0.0003  
## 120 0.5915 nan 0.1000 -0.0003  
## 140 0.5758 nan 0.1000 0.0003  
## 150 0.5678 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3407 nan 0.1000 0.0221  
## 2 1.3026 nan 0.1000 0.0185  
## 3 1.2716 nan 0.1000 0.0154  
## 4 1.2461 nan 0.1000 0.0125  
## 5 1.2242 nan 0.1000 0.0107  
## 6 1.2031 nan 0.1000 0.0097  
## 7 1.1869 nan 0.1000 0.0077  
## 8 1.1679 nan 0.1000 0.0097  
## 9 1.1540 nan 0.1000 0.0064  
## 10 1.1368 nan 0.1000 0.0079  
## 20 1.0308 nan 0.1000 0.0029  
## 40 0.9053 nan 0.1000 0.0018  
## 60 0.8381 nan 0.1000 0.0004  
## 80 0.7942 nan 0.1000 0.0014  
## 100 0.7688 nan 0.1000 0.0003  
## 120 0.7491 nan 0.1000 0.0000  
## 140 0.7339 nan 0.1000 -0.0004  
## 150 0.7273 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3160 nan 0.1000 0.0357  
## 2 1.2568 nan 0.1000 0.0283  
## 3 1.2067 nan 0.1000 0.0255  
## 4 1.1646 nan 0.1000 0.0208  
## 5 1.1286 nan 0.1000 0.0176  
## 6 1.0956 nan 0.1000 0.0159  
## 7 1.0668 nan 0.1000 0.0141  
## 8 1.0415 nan 0.1000 0.0112  
## 9 1.0193 nan 0.1000 0.0096  
## 10 0.9978 nan 0.1000 0.0102  
## 20 0.8776 nan 0.1000 0.0031  
## 40 0.7690 nan 0.1000 0.0005  
## 60 0.7184 nan 0.1000 0.0010  
## 80 0.6880 nan 0.1000 0.0007  
## 100 0.6707 nan 0.1000 -0.0004  
## 120 0.6504 nan 0.1000 0.0009  
## 140 0.6353 nan 0.1000 -0.0002  
## 150 0.6306 nan 0.1000 -0.0008  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3041 nan 0.1000 0.0414  
## 2 1.2368 nan 0.1000 0.0331  
## 3 1.1822 nan 0.1000 0.0267  
## 4 1.1341 nan 0.1000 0.0227  
## 5 1.0905 nan 0.1000 0.0215  
## 6 1.0539 nan 0.1000 0.0181  
## 7 1.0222 nan 0.1000 0.0161  
## 8 0.9946 nan 0.1000 0.0128  
## 9 0.9684 nan 0.1000 0.0132  
## 10 0.9462 nan 0.1000 0.0107  
## 20 0.8179 nan 0.1000 0.0032  
## 40 0.7198 nan 0.1000 0.0009  
## 60 0.6690 nan 0.1000 -0.0003  
## 80 0.6399 nan 0.1000 0.0001  
## 100 0.6128 nan 0.1000 -0.0005  
## 120 0.5960 nan 0.1000 -0.0003  
## 140 0.5806 nan 0.1000 -0.0007  
## 150 0.5747 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3388 nan 0.1000 0.0232  
## 2 1.3001 nan 0.1000 0.0187  
## 3 1.2685 nan 0.1000 0.0156  
## 4 1.2420 nan 0.1000 0.0131  
## 5 1.2187 nan 0.1000 0.0110  
## 6 1.1979 nan 0.1000 0.0084  
## 7 1.1785 nan 0.1000 0.0094  
## 8 1.1617 nan 0.1000 0.0082  
## 9 1.1481 nan 0.1000 0.0071  
## 10 1.1311 nan 0.1000 0.0084  
## 20 1.0250 nan 0.1000 0.0026  
## 40 0.9002 nan 0.1000 0.0020  
## 60 0.8334 nan 0.1000 0.0004  
## 80 0.7937 nan 0.1000 0.0005  
## 100 0.7678 nan 0.1000 0.0001  
## 120 0.7455 nan 0.1000 0.0001  
## 140 0.7269 nan 0.1000 0.0001  
## 150 0.7205 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3134 nan 0.1000 0.0357  
## 2 1.2534 nan 0.1000 0.0289  
## 3 1.2009 nan 0.1000 0.0263  
## 4 1.1585 nan 0.1000 0.0195  
## 5 1.1204 nan 0.1000 0.0190  
## 6 1.0881 nan 0.1000 0.0150  
## 7 1.0591 nan 0.1000 0.0139  
## 8 1.0342 nan 0.1000 0.0119  
## 9 1.0121 nan 0.1000 0.0108  
## 10 0.9927 nan 0.1000 0.0082  
## 20 0.8731 nan 0.1000 0.0030  
## 40 0.7633 nan 0.1000 0.0011  
## 60 0.7107 nan 0.1000 -0.0000  
## 80 0.6801 nan 0.1000 -0.0000  
## 100 0.6541 nan 0.1000 0.0003  
## 120 0.6380 nan 0.1000 0.0001  
## 140 0.6237 nan 0.1000 -0.0003  
## 150 0.6186 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3032 nan 0.1000 0.0429  
## 2 1.2337 nan 0.1000 0.0343  
## 3 1.1765 nan 0.1000 0.0285  
## 4 1.1285 nan 0.1000 0.0234  
## 5 1.0848 nan 0.1000 0.0206  
## 6 1.0495 nan 0.1000 0.0164  
## 7 1.0194 nan 0.1000 0.0149  
## 8 0.9934 nan 0.1000 0.0130  
## 9 0.9683 nan 0.1000 0.0116  
## 10 0.9436 nan 0.1000 0.0116  
## 20 0.8119 nan 0.1000 0.0023  
## 40 0.7068 nan 0.1000 0.0013  
## 60 0.6611 nan 0.1000 0.0001  
## 80 0.6312 nan 0.1000 -0.0003  
## 100 0.6121 nan 0.1000 0.0005  
## 120 0.5945 nan 0.1000 -0.0001  
## 140 0.5794 nan 0.1000 -0.0001  
## 150 0.5708 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3023 nan 0.1000 0.0421  
## 2 1.2326 nan 0.1000 0.0340  
## 3 1.1752 nan 0.1000 0.0273  
## 4 1.1276 nan 0.1000 0.0231  
## 5 1.0878 nan 0.1000 0.0192  
## 6 1.0525 nan 0.1000 0.0167  
## 7 1.0247 nan 0.1000 0.0131  
## 8 0.9938 nan 0.1000 0.0145  
## 9 0.9696 nan 0.1000 0.0121  
## 10 0.9470 nan 0.1000 0.0104  
## 20 0.8154 nan 0.1000 0.0037  
## 40 0.7077 nan 0.1000 0.0017  
## 60 0.6630 nan 0.1000 0.0001  
## 80 0.6296 nan 0.1000 0.0009  
## 100 0.6065 nan 0.1000 0.0005  
## 120 0.5863 nan 0.1000 -0.0002  
## 140 0.5730 nan 0.1000 -0.0005  
## 150 0.5658 nan 0.1000 -0.0000

preds <- predict(object=test\_model, testData[,predictors])  
  
head(preds)

## [1] NO YES NO NO NO NO   
## Levels: NO YES

t <- table(preds, testData[,9])  
t\_gbm <- as.data.frame.matrix(t)  
#t[1,1]  
accu\_gbm <-sum(t[1,1] + t[2,2])/sum(t)  
precision\_gbm <- t[2,2]/sum(t\_gbm$YES)  
accu\_gbm

## [1] 0.9127165

precision\_gbm

## [1] 0.8091354

set.seed(1234)  
train <- data2[sample(nrow(data2)),]  
split <- floor(nrow(train)/3)  
ensembleData <- train[0:split,]  
blenderData <- train[(split+1):(split\*2),]  
testingData <- train[(split\*2+1):nrow(train),]  
  
  
# train 3 the models with balanced\_train data  
model\_gbm <- train(balanced\_train[,predictors], balanced\_train[,labelName], method='gbm', trControl=myControl)

## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3389 nan 0.1000 0.0226  
## 2 1.3006 nan 0.1000 0.0193  
## 3 1.2686 nan 0.1000 0.0165  
## 4 1.2426 nan 0.1000 0.0134  
## 5 1.2200 nan 0.1000 0.0106  
## 6 1.1983 nan 0.1000 0.0104  
## 7 1.1785 nan 0.1000 0.0091  
## 8 1.1611 nan 0.1000 0.0087  
## 9 1.1466 nan 0.1000 0.0067  
## 10 1.1290 nan 0.1000 0.0085  
## 20 1.0210 nan 0.1000 0.0032  
## 40 0.8993 nan 0.1000 0.0013  
## 60 0.8321 nan 0.1000 0.0008  
## 80 0.7952 nan 0.1000 0.0002  
## 100 0.7672 nan 0.1000 0.0003  
## 120 0.7458 nan 0.1000 0.0001  
## 140 0.7277 nan 0.1000 -0.0000  
## 150 0.7202 nan 0.1000 -0.0006  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3109 nan 0.1000 0.0366  
## 2 1.2509 nan 0.1000 0.0309  
## 3 1.2008 nan 0.1000 0.0240  
## 4 1.1559 nan 0.1000 0.0211  
## 5 1.1196 nan 0.1000 0.0174  
## 6 1.0886 nan 0.1000 0.0146  
## 7 1.0605 nan 0.1000 0.0144  
## 8 1.0368 nan 0.1000 0.0117  
## 9 1.0170 nan 0.1000 0.0098  
## 10 0.9966 nan 0.1000 0.0095  
## 20 0.8747 nan 0.1000 0.0036  
## 40 0.7567 nan 0.1000 0.0009  
## 60 0.7064 nan 0.1000 -0.0003  
## 80 0.6754 nan 0.1000 0.0002  
## 100 0.6531 nan 0.1000 -0.0003  
## 120 0.6355 nan 0.1000 0.0001  
## 140 0.6230 nan 0.1000 -0.0005  
## 150 0.6148 nan 0.1000 0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3024 nan 0.1000 0.0413  
## 2 1.2339 nan 0.1000 0.0353  
## 3 1.1767 nan 0.1000 0.0295  
## 4 1.1280 nan 0.1000 0.0237  
## 5 1.0875 nan 0.1000 0.0194  
## 6 1.0514 nan 0.1000 0.0182  
## 7 1.0205 nan 0.1000 0.0141  
## 8 0.9931 nan 0.1000 0.0130  
## 9 0.9680 nan 0.1000 0.0120  
## 10 0.9451 nan 0.1000 0.0104  
## 20 0.8082 nan 0.1000 0.0035  
## 40 0.7048 nan 0.1000 0.0008  
## 60 0.6578 nan 0.1000 0.0013  
## 80 0.6280 nan 0.1000 -0.0005  
## 100 0.6105 nan 0.1000 -0.0002  
## 120 0.5883 nan 0.1000 -0.0004  
## 140 0.5752 nan 0.1000 -0.0001  
## 150 0.5680 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3419 nan 0.1000 0.0224  
## 2 1.3055 nan 0.1000 0.0178  
## 3 1.2738 nan 0.1000 0.0149  
## 4 1.2472 nan 0.1000 0.0122  
## 5 1.2258 nan 0.1000 0.0100  
## 6 1.2042 nan 0.1000 0.0118  
## 7 1.1871 nan 0.1000 0.0091  
## 8 1.1679 nan 0.1000 0.0094  
## 9 1.1534 nan 0.1000 0.0073  
## 10 1.1371 nan 0.1000 0.0082  
## 20 1.0284 nan 0.1000 0.0035  
## 40 0.9047 nan 0.1000 0.0031  
## 60 0.8374 nan 0.1000 0.0004  
## 80 0.7980 nan 0.1000 -0.0002  
## 100 0.7696 nan 0.1000 0.0005  
## 120 0.7485 nan 0.1000 0.0009  
## 140 0.7319 nan 0.1000 0.0008  
## 150 0.7258 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3131 nan 0.1000 0.0355  
## 2 1.2579 nan 0.1000 0.0268  
## 3 1.2077 nan 0.1000 0.0246  
## 4 1.1664 nan 0.1000 0.0197  
## 5 1.1286 nan 0.1000 0.0186  
## 6 1.0973 nan 0.1000 0.0155  
## 7 1.0688 nan 0.1000 0.0141  
## 8 1.0436 nan 0.1000 0.0125  
## 9 1.0213 nan 0.1000 0.0102  
## 10 1.0020 nan 0.1000 0.0094  
## 20 0.8783 nan 0.1000 0.0035  
## 40 0.7667 nan 0.1000 0.0009  
## 60 0.7193 nan 0.1000 -0.0001  
## 80 0.6883 nan 0.1000 -0.0001  
## 100 0.6650 nan 0.1000 0.0004  
## 120 0.6482 nan 0.1000 0.0005  
## 140 0.6318 nan 0.1000 0.0000  
## 150 0.6237 nan 0.1000 0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3058 nan 0.1000 0.0404  
## 2 1.2364 nan 0.1000 0.0340  
## 3 1.1796 nan 0.1000 0.0289  
## 4 1.1335 nan 0.1000 0.0219  
## 5 1.0899 nan 0.1000 0.0218  
## 6 1.0542 nan 0.1000 0.0174  
## 7 1.0236 nan 0.1000 0.0147  
## 8 0.9959 nan 0.1000 0.0142  
## 9 0.9713 nan 0.1000 0.0108  
## 10 0.9474 nan 0.1000 0.0120  
## 20 0.8183 nan 0.1000 0.0038  
## 40 0.7132 nan 0.1000 0.0010  
## 60 0.6678 nan 0.1000 -0.0000  
## 80 0.6350 nan 0.1000 0.0005  
## 100 0.6142 nan 0.1000 -0.0005  
## 120 0.5959 nan 0.1000 -0.0001  
## 140 0.5780 nan 0.1000 -0.0007  
## 150 0.5713 nan 0.1000 -0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3387 nan 0.1000 0.0227  
## 2 1.2998 nan 0.1000 0.0188  
## 3 1.2681 nan 0.1000 0.0150  
## 4 1.2420 nan 0.1000 0.0134  
## 5 1.2223 nan 0.1000 0.0090  
## 6 1.1990 nan 0.1000 0.0111  
## 7 1.1826 nan 0.1000 0.0074  
## 8 1.1619 nan 0.1000 0.0089  
## 9 1.1473 nan 0.1000 0.0065  
## 10 1.1312 nan 0.1000 0.0082  
## 20 1.0200 nan 0.1000 0.0051  
## 40 0.8990 nan 0.1000 0.0031  
## 60 0.8280 nan 0.1000 0.0010  
## 80 0.7913 nan 0.1000 0.0002  
## 100 0.7647 nan 0.1000 -0.0001  
## 120 0.7446 nan 0.1000 0.0001  
## 140 0.7257 nan 0.1000 0.0008  
## 150 0.7190 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3145 nan 0.1000 0.0380  
## 2 1.2567 nan 0.1000 0.0282  
## 3 1.2032 nan 0.1000 0.0252  
## 4 1.1625 nan 0.1000 0.0201  
## 5 1.1252 nan 0.1000 0.0193  
## 6 1.0943 nan 0.1000 0.0147  
## 7 1.0667 nan 0.1000 0.0130  
## 8 1.0405 nan 0.1000 0.0123  
## 9 1.0174 nan 0.1000 0.0107  
## 10 0.9964 nan 0.1000 0.0095  
## 20 0.8727 nan 0.1000 0.0032  
## 40 0.7622 nan 0.1000 0.0005  
## 60 0.7107 nan 0.1000 0.0015  
## 80 0.6805 nan 0.1000 -0.0004  
## 100 0.6580 nan 0.1000 0.0003  
## 120 0.6425 nan 0.1000 0.0001  
## 140 0.6261 nan 0.1000 0.0000  
## 150 0.6209 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3035 nan 0.1000 0.0428  
## 2 1.2344 nan 0.1000 0.0345  
## 3 1.1764 nan 0.1000 0.0279  
## 4 1.1281 nan 0.1000 0.0228  
## 5 1.0858 nan 0.1000 0.0205  
## 6 1.0511 nan 0.1000 0.0163  
## 7 1.0174 nan 0.1000 0.0156  
## 8 0.9906 nan 0.1000 0.0131  
## 9 0.9639 nan 0.1000 0.0127  
## 10 0.9426 nan 0.1000 0.0093  
## 20 0.8095 nan 0.1000 0.0058  
## 40 0.7106 nan 0.1000 0.0010  
## 60 0.6671 nan 0.1000 0.0005  
## 80 0.6269 nan 0.1000 -0.0003  
## 100 0.6018 nan 0.1000 -0.0003  
## 120 0.5847 nan 0.1000 -0.0001  
## 140 0.5687 nan 0.1000 -0.0002  
## 150 0.5639 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3414 nan 0.1000 0.0220  
## 2 1.3038 nan 0.1000 0.0188  
## 3 1.2711 nan 0.1000 0.0157  
## 4 1.2455 nan 0.1000 0.0140  
## 5 1.2229 nan 0.1000 0.0110  
## 6 1.2021 nan 0.1000 0.0100  
## 7 1.1824 nan 0.1000 0.0095  
## 8 1.1656 nan 0.1000 0.0083  
## 9 1.1489 nan 0.1000 0.0082  
## 10 1.1347 nan 0.1000 0.0069  
## 20 1.0273 nan 0.1000 0.0049  
## 40 0.9035 nan 0.1000 0.0019  
## 60 0.8403 nan 0.1000 0.0011  
## 80 0.7986 nan 0.1000 0.0001  
## 100 0.7688 nan 0.1000 0.0000  
## 120 0.7499 nan 0.1000 0.0001  
## 140 0.7365 nan 0.1000 0.0000  
## 150 0.7266 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3170 nan 0.1000 0.0347  
## 2 1.2560 nan 0.1000 0.0307  
## 3 1.2051 nan 0.1000 0.0254  
## 4 1.1606 nan 0.1000 0.0217  
## 5 1.1238 nan 0.1000 0.0176  
## 6 1.0931 nan 0.1000 0.0144  
## 7 1.0655 nan 0.1000 0.0141  
## 8 1.0406 nan 0.1000 0.0108  
## 9 1.0187 nan 0.1000 0.0102  
## 10 1.0002 nan 0.1000 0.0101  
## 20 0.8757 nan 0.1000 0.0047  
## 40 0.7671 nan 0.1000 0.0015  
## 60 0.7143 nan 0.1000 0.0003  
## 80 0.6841 nan 0.1000 0.0005  
## 100 0.6641 nan 0.1000 -0.0002  
## 120 0.6435 nan 0.1000 -0.0003  
## 140 0.6276 nan 0.1000 -0.0001  
## 150 0.6194 nan 0.1000 0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3022 nan 0.1000 0.0402  
## 2 1.2352 nan 0.1000 0.0325  
## 3 1.1774 nan 0.1000 0.0270  
## 4 1.1284 nan 0.1000 0.0241  
## 5 1.0884 nan 0.1000 0.0194  
## 6 1.0553 nan 0.1000 0.0161  
## 7 1.0217 nan 0.1000 0.0163  
## 8 0.9933 nan 0.1000 0.0129  
## 9 0.9695 nan 0.1000 0.0112  
## 10 0.9467 nan 0.1000 0.0105  
## 20 0.8177 nan 0.1000 0.0040  
## 40 0.7185 nan 0.1000 0.0008  
## 60 0.6665 nan 0.1000 0.0002  
## 80 0.6407 nan 0.1000 -0.0000  
## 100 0.6153 nan 0.1000 -0.0003  
## 120 0.5957 nan 0.1000 -0.0005  
## 140 0.5791 nan 0.1000 -0.0004  
## 150 0.5725 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3407 nan 0.1000 0.0227  
## 2 1.3035 nan 0.1000 0.0189  
## 3 1.2732 nan 0.1000 0.0145  
## 4 1.2487 nan 0.1000 0.0130  
## 5 1.2290 nan 0.1000 0.0094  
## 6 1.2065 nan 0.1000 0.0112  
## 7 1.1864 nan 0.1000 0.0095  
## 8 1.1695 nan 0.1000 0.0087  
## 9 1.1558 nan 0.1000 0.0065  
## 10 1.1388 nan 0.1000 0.0090  
## 20 1.0315 nan 0.1000 0.0036  
## 40 0.9067 nan 0.1000 0.0030  
## 60 0.8383 nan 0.1000 0.0005  
## 80 0.7951 nan 0.1000 0.0000  
## 100 0.7710 nan 0.1000 -0.0004  
## 120 0.7488 nan 0.1000 0.0000  
## 140 0.7276 nan 0.1000 0.0000  
## 150 0.7208 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3143 nan 0.1000 0.0360  
## 2 1.2555 nan 0.1000 0.0289  
## 3 1.2074 nan 0.1000 0.0238  
## 4 1.1646 nan 0.1000 0.0212  
## 5 1.1263 nan 0.1000 0.0185  
## 6 1.0953 nan 0.1000 0.0150  
## 7 1.0669 nan 0.1000 0.0129  
## 8 1.0412 nan 0.1000 0.0131  
## 9 1.0188 nan 0.1000 0.0109  
## 10 0.9992 nan 0.1000 0.0091  
## 20 0.8726 nan 0.1000 0.0026  
## 40 0.7659 nan 0.1000 0.0005  
## 60 0.7078 nan 0.1000 0.0017  
## 80 0.6777 nan 0.1000 0.0002  
## 100 0.6554 nan 0.1000 -0.0001  
## 120 0.6382 nan 0.1000 -0.0002  
## 140 0.6203 nan 0.1000 0.0003  
## 150 0.6141 nan 0.1000 -0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3051 nan 0.1000 0.0420  
## 2 1.2364 nan 0.1000 0.0337  
## 3 1.1810 nan 0.1000 0.0278  
## 4 1.1323 nan 0.1000 0.0247  
## 5 1.0912 nan 0.1000 0.0207  
## 6 1.0535 nan 0.1000 0.0176  
## 7 1.0225 nan 0.1000 0.0150  
## 8 0.9935 nan 0.1000 0.0138  
## 9 0.9694 nan 0.1000 0.0108  
## 10 0.9486 nan 0.1000 0.0100  
## 20 0.8168 nan 0.1000 0.0057  
## 40 0.7118 nan 0.1000 0.0008  
## 60 0.6577 nan 0.1000 -0.0001  
## 80 0.6279 nan 0.1000 0.0000  
## 100 0.6064 nan 0.1000 0.0001  
## 120 0.5864 nan 0.1000 -0.0003  
## 140 0.5706 nan 0.1000 -0.0001  
## 150 0.5637 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3395 nan 0.1000 0.0226  
## 2 1.3014 nan 0.1000 0.0187  
## 3 1.2703 nan 0.1000 0.0154  
## 4 1.2439 nan 0.1000 0.0133  
## 5 1.2227 nan 0.1000 0.0107  
## 6 1.2011 nan 0.1000 0.0110  
## 7 1.1814 nan 0.1000 0.0092  
## 8 1.1636 nan 0.1000 0.0092  
## 9 1.1461 nan 0.1000 0.0077  
## 10 1.1312 nan 0.1000 0.0083  
## 20 1.0187 nan 0.1000 0.0053  
## 40 0.9003 nan 0.1000 0.0022  
## 60 0.8308 nan 0.1000 0.0021  
## 80 0.7902 nan 0.1000 0.0003  
## 100 0.7629 nan 0.1000 0.0011  
## 120 0.7426 nan 0.1000 -0.0000  
## 140 0.7249 nan 0.1000 0.0008  
## 150 0.7208 nan 0.1000 -0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3146 nan 0.1000 0.0366  
## 2 1.2562 nan 0.1000 0.0278  
## 3 1.2049 nan 0.1000 0.0255  
## 4 1.1617 nan 0.1000 0.0213  
## 5 1.1251 nan 0.1000 0.0178  
## 6 1.0917 nan 0.1000 0.0165  
## 7 1.0637 nan 0.1000 0.0133  
## 8 1.0386 nan 0.1000 0.0124  
## 9 1.0153 nan 0.1000 0.0102  
## 10 0.9948 nan 0.1000 0.0096  
## 20 0.8700 nan 0.1000 0.0037  
## 40 0.7600 nan 0.1000 0.0014  
## 60 0.7038 nan 0.1000 0.0004  
## 80 0.6747 nan 0.1000 0.0010  
## 100 0.6528 nan 0.1000 -0.0002  
## 120 0.6366 nan 0.1000 -0.0002  
## 140 0.6227 nan 0.1000 -0.0005  
## 150 0.6162 nan 0.1000 0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3022 nan 0.1000 0.0399  
## 2 1.2350 nan 0.1000 0.0347  
## 3 1.1768 nan 0.1000 0.0300  
## 4 1.1312 nan 0.1000 0.0227  
## 5 1.0908 nan 0.1000 0.0194  
## 6 1.0546 nan 0.1000 0.0179  
## 7 1.0216 nan 0.1000 0.0167  
## 8 0.9913 nan 0.1000 0.0145  
## 9 0.9663 nan 0.1000 0.0122  
## 10 0.9460 nan 0.1000 0.0093  
## 20 0.8139 nan 0.1000 0.0038  
## 40 0.7074 nan 0.1000 0.0008  
## 60 0.6576 nan 0.1000 0.0006  
## 80 0.6273 nan 0.1000 0.0008  
## 100 0.6041 nan 0.1000 -0.0005  
## 120 0.5858 nan 0.1000 -0.0002  
## 140 0.5701 nan 0.1000 -0.0005  
## 150 0.5637 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3404 nan 0.1000 0.0243  
## 2 1.3026 nan 0.1000 0.0187  
## 3 1.2719 nan 0.1000 0.0148  
## 4 1.2456 nan 0.1000 0.0138  
## 5 1.2253 nan 0.1000 0.0098  
## 6 1.2026 nan 0.1000 0.0115  
## 7 1.1849 nan 0.1000 0.0085  
## 8 1.1652 nan 0.1000 0.0102  
## 9 1.1478 nan 0.1000 0.0085  
## 10 1.1323 nan 0.1000 0.0076  
## 20 1.0171 nan 0.1000 0.0049  
## 40 0.8968 nan 0.1000 0.0010  
## 60 0.8277 nan 0.1000 0.0005  
## 80 0.7828 nan 0.1000 0.0010  
## 100 0.7544 nan 0.1000 -0.0001  
## 120 0.7339 nan 0.1000 -0.0001  
## 140 0.7160 nan 0.1000 -0.0003  
## 150 0.7108 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3128 nan 0.1000 0.0376  
## 2 1.2510 nan 0.1000 0.0293  
## 3 1.2012 nan 0.1000 0.0256  
## 4 1.1563 nan 0.1000 0.0214  
## 5 1.1192 nan 0.1000 0.0178  
## 6 1.0877 nan 0.1000 0.0161  
## 7 1.0606 nan 0.1000 0.0130  
## 8 1.0356 nan 0.1000 0.0120  
## 9 1.0115 nan 0.1000 0.0113  
## 10 0.9928 nan 0.1000 0.0092  
## 20 0.8663 nan 0.1000 0.0041  
## 40 0.7523 nan 0.1000 0.0010  
## 60 0.6993 nan 0.1000 -0.0004  
## 80 0.6685 nan 0.1000 -0.0004  
## 100 0.6488 nan 0.1000 -0.0004  
## 120 0.6284 nan 0.1000 0.0004  
## 140 0.6124 nan 0.1000 -0.0003  
## 150 0.6055 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.2996 nan 0.1000 0.0416  
## 2 1.2304 nan 0.1000 0.0343  
## 3 1.1737 nan 0.1000 0.0276  
## 4 1.1255 nan 0.1000 0.0239  
## 5 1.0836 nan 0.1000 0.0214  
## 6 1.0479 nan 0.1000 0.0166  
## 7 1.0153 nan 0.1000 0.0150  
## 8 0.9861 nan 0.1000 0.0144  
## 9 0.9615 nan 0.1000 0.0114  
## 10 0.9384 nan 0.1000 0.0104  
## 20 0.8057 nan 0.1000 0.0047  
## 40 0.7039 nan 0.1000 0.0004  
## 60 0.6504 nan 0.1000 0.0005  
## 80 0.6214 nan 0.1000 -0.0001  
## 100 0.5990 nan 0.1000 -0.0004  
## 120 0.5796 nan 0.1000 -0.0005  
## 140 0.5640 nan 0.1000 0.0001  
## 150 0.5570 nan 0.1000 -0.0012  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3413 nan 0.1000 0.0227  
## 2 1.3038 nan 0.1000 0.0189  
## 3 1.2719 nan 0.1000 0.0150  
## 4 1.2471 nan 0.1000 0.0124  
## 5 1.2265 nan 0.1000 0.0097  
## 6 1.2051 nan 0.1000 0.0109  
## 7 1.1877 nan 0.1000 0.0080  
## 8 1.1676 nan 0.1000 0.0104  
## 9 1.1542 nan 0.1000 0.0060  
## 10 1.1375 nan 0.1000 0.0081  
## 20 1.0286 nan 0.1000 0.0035  
## 40 0.9031 nan 0.1000 0.0017  
## 60 0.8376 nan 0.1000 0.0021  
## 80 0.7922 nan 0.1000 0.0002  
## 100 0.7681 nan 0.1000 0.0000  
## 120 0.7468 nan 0.1000 0.0007  
## 140 0.7299 nan 0.1000 -0.0002  
## 150 0.7234 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3154 nan 0.1000 0.0353  
## 2 1.2543 nan 0.1000 0.0300  
## 3 1.2063 nan 0.1000 0.0246  
## 4 1.1645 nan 0.1000 0.0201  
## 5 1.1268 nan 0.1000 0.0189  
## 6 1.0969 nan 0.1000 0.0146  
## 7 1.0692 nan 0.1000 0.0137  
## 8 1.0454 nan 0.1000 0.0107  
## 9 1.0231 nan 0.1000 0.0098  
## 10 1.0056 nan 0.1000 0.0081  
## 20 0.8737 nan 0.1000 0.0049  
## 40 0.7598 nan 0.1000 0.0018  
## 60 0.7114 nan 0.1000 -0.0002  
## 80 0.6822 nan 0.1000 -0.0004  
## 100 0.6586 nan 0.1000 -0.0000  
## 120 0.6420 nan 0.1000 0.0003  
## 140 0.6282 nan 0.1000 -0.0002  
## 150 0.6208 nan 0.1000 0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3032 nan 0.1000 0.0399  
## 2 1.2375 nan 0.1000 0.0330  
## 3 1.1795 nan 0.1000 0.0292  
## 4 1.1301 nan 0.1000 0.0242  
## 5 1.0908 nan 0.1000 0.0193  
## 6 1.0549 nan 0.1000 0.0174  
## 7 1.0217 nan 0.1000 0.0164  
## 8 0.9951 nan 0.1000 0.0129  
## 9 0.9696 nan 0.1000 0.0119  
## 10 0.9493 nan 0.1000 0.0097  
## 20 0.8142 nan 0.1000 0.0031  
## 40 0.7115 nan 0.1000 0.0008  
## 60 0.6631 nan 0.1000 -0.0003  
## 80 0.6340 nan 0.1000 0.0005  
## 100 0.6091 nan 0.1000 -0.0001  
## 120 0.5923 nan 0.1000 -0.0001  
## 140 0.5774 nan 0.1000 -0.0004  
## 150 0.5698 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3393 nan 0.1000 0.0230  
## 2 1.2999 nan 0.1000 0.0190  
## 3 1.2691 nan 0.1000 0.0162  
## 4 1.2417 nan 0.1000 0.0129  
## 5 1.2221 nan 0.1000 0.0087  
## 6 1.2008 nan 0.1000 0.0109  
## 7 1.1848 nan 0.1000 0.0072  
## 8 1.1653 nan 0.1000 0.0100  
## 9 1.1481 nan 0.1000 0.0079  
## 10 1.1341 nan 0.1000 0.0062  
## 20 1.0254 nan 0.1000 0.0034  
## 40 0.9020 nan 0.1000 0.0019  
## 60 0.8363 nan 0.1000 0.0022  
## 80 0.7972 nan 0.1000 -0.0002  
## 100 0.7668 nan 0.1000 0.0002  
## 120 0.7457 nan 0.1000 0.0003  
## 140 0.7300 nan 0.1000 0.0011  
## 150 0.7228 nan 0.1000 0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3149 nan 0.1000 0.0368  
## 2 1.2575 nan 0.1000 0.0290  
## 3 1.2054 nan 0.1000 0.0242  
## 4 1.1635 nan 0.1000 0.0205  
## 5 1.1272 nan 0.1000 0.0174  
## 6 1.0955 nan 0.1000 0.0142  
## 7 1.0647 nan 0.1000 0.0155  
## 8 1.0374 nan 0.1000 0.0126  
## 9 1.0147 nan 0.1000 0.0107  
## 10 0.9954 nan 0.1000 0.0087  
## 20 0.8695 nan 0.1000 0.0049  
## 40 0.7640 nan 0.1000 0.0014  
## 60 0.7146 nan 0.1000 0.0000  
## 80 0.6824 nan 0.1000 -0.0002  
## 100 0.6532 nan 0.1000 0.0009  
## 120 0.6379 nan 0.1000 0.0003  
## 140 0.6259 nan 0.1000 -0.0004  
## 150 0.6215 nan 0.1000 -0.0004  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3067 nan 0.1000 0.0380  
## 2 1.2371 nan 0.1000 0.0348  
## 3 1.1778 nan 0.1000 0.0289  
## 4 1.1297 nan 0.1000 0.0234  
## 5 1.0901 nan 0.1000 0.0186  
## 6 1.0523 nan 0.1000 0.0191  
## 7 1.0205 nan 0.1000 0.0142  
## 8 0.9936 nan 0.1000 0.0133  
## 9 0.9683 nan 0.1000 0.0126  
## 10 0.9446 nan 0.1000 0.0108  
## 20 0.8144 nan 0.1000 0.0029  
## 40 0.7087 nan 0.1000 0.0007  
## 60 0.6586 nan 0.1000 -0.0003  
## 80 0.6289 nan 0.1000 -0.0008  
## 100 0.6104 nan 0.1000 0.0000  
## 120 0.5921 nan 0.1000 -0.0003  
## 140 0.5787 nan 0.1000 0.0003  
## 150 0.5707 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3389 nan 0.1000 0.0231  
## 2 1.2996 nan 0.1000 0.0197  
## 3 1.2682 nan 0.1000 0.0163  
## 4 1.2419 nan 0.1000 0.0133  
## 5 1.2213 nan 0.1000 0.0095  
## 6 1.1990 nan 0.1000 0.0120  
## 7 1.1791 nan 0.1000 0.0089  
## 8 1.1613 nan 0.1000 0.0087  
## 9 1.1474 nan 0.1000 0.0071  
## 10 1.1304 nan 0.1000 0.0080  
## 20 1.0220 nan 0.1000 0.0048  
## 40 0.9041 nan 0.1000 0.0030  
## 60 0.8351 nan 0.1000 0.0018  
## 80 0.7937 nan 0.1000 0.0004  
## 100 0.7709 nan 0.1000 0.0001  
## 120 0.7473 nan 0.1000 0.0002  
## 140 0.7303 nan 0.1000 0.0001  
## 150 0.7221 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3113 nan 0.1000 0.0355  
## 2 1.2519 nan 0.1000 0.0307  
## 3 1.2022 nan 0.1000 0.0244  
## 4 1.1580 nan 0.1000 0.0214  
## 5 1.1228 nan 0.1000 0.0174  
## 6 1.0910 nan 0.1000 0.0159  
## 7 1.0637 nan 0.1000 0.0135  
## 8 1.0407 nan 0.1000 0.0113  
## 9 1.0184 nan 0.1000 0.0109  
## 10 0.9969 nan 0.1000 0.0101  
## 20 0.8769 nan 0.1000 0.0017  
## 40 0.7638 nan 0.1000 0.0006  
## 60 0.7106 nan 0.1000 0.0010  
## 80 0.6832 nan 0.1000 -0.0003  
## 100 0.6574 nan 0.1000 -0.0002  
## 120 0.6408 nan 0.1000 -0.0001  
## 140 0.6274 nan 0.1000 0.0000  
## 150 0.6222 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3021 nan 0.1000 0.0408  
## 2 1.2321 nan 0.1000 0.0329  
## 3 1.1751 nan 0.1000 0.0274  
## 4 1.1274 nan 0.1000 0.0234  
## 5 1.0880 nan 0.1000 0.0201  
## 6 1.0544 nan 0.1000 0.0156  
## 7 1.0236 nan 0.1000 0.0137  
## 8 0.9938 nan 0.1000 0.0139  
## 9 0.9688 nan 0.1000 0.0121  
## 10 0.9450 nan 0.1000 0.0106  
## 20 0.8134 nan 0.1000 0.0030  
## 40 0.7138 nan 0.1000 -0.0001  
## 60 0.6618 nan 0.1000 -0.0000  
## 80 0.6298 nan 0.1000 0.0007  
## 100 0.6043 nan 0.1000 0.0002  
## 120 0.5867 nan 0.1000 -0.0005  
## 140 0.5721 nan 0.1000 -0.0005  
## 150 0.5647 nan 0.1000 0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3029 nan 0.1000 0.0412  
## 2 1.2372 nan 0.1000 0.0340  
## 3 1.1789 nan 0.1000 0.0291  
## 4 1.1304 nan 0.1000 0.0251  
## 5 1.0890 nan 0.1000 0.0203  
## 6 1.0531 nan 0.1000 0.0169  
## 7 1.0204 nan 0.1000 0.0162  
## 8 0.9918 nan 0.1000 0.0131  
## 9 0.9660 nan 0.1000 0.0130  
## 10 0.9452 nan 0.1000 0.0101  
## 20 0.8107 nan 0.1000 0.0040  
## 40 0.7128 nan 0.1000 0.0014  
## 60 0.6684 nan 0.1000 0.0007  
## 80 0.6317 nan 0.1000 -0.0000  
## 100 0.6091 nan 0.1000 -0.0009  
## 120 0.5926 nan 0.1000 -0.0001  
## 140 0.5769 nan 0.1000 -0.0002  
## 150 0.5694 nan 0.1000 -0.0001

model\_rf <- train(balanced\_train[,predictors], balanced\_train[,labelName], method='rf', ntree=50)  
model\_rpart <- train(balanced\_train[,predictors], balanced\_train[,labelName], method='rpart', trControl=myControl)

## Loading required package: rpart

# get predictions for each ensemble model for two last data sets  
# and add them back to themselves  
blenderData$gbm\_PROB <- predict(object=model\_gbm, blenderData[,predictors])  
blenderData$rf\_PROB <- predict(object=model\_rf, blenderData[,predictors])  
blenderData$rpart\_PROB <- predict(object=model\_rpart, blenderData[,predictors])  
  
  
testingData$gbm\_PROB <- predict(object=model\_gbm, testingData[,predictors])  
testingData$rf\_PROB <- predict(object=model\_rf, testingData[,predictors])  
testingData$rpart\_PROB <- predict(object=model\_rpart, testingData[,predictors])  
  
# see how each individual model performed on its own  
  
## GBM performance  
t <- table(testingData$gbm\_PROB, testingData[,9])  
t\_gbm <- as.data.frame.matrix(t)  
accu\_gbm <-sum(t[1,1] + t[2,2])/sum(t)  
precision\_gbm <- t[2,2]/sum(t\_gbm$YES)  
accu\_gbm

## [1] 0.9116441

precision\_gbm

## [1] 0.812201

#RF -performance  
t <- table(testingData$rf\_PROB, testingData[,9])  
t\_rf <- as.data.frame.matrix(t)  
accu\_rf <-sum(t[1,1] + t[2,2])/sum(t)  
precision\_rf <- t[2,2]/sum(t\_gbm$YES)  
accu\_rf

## [1] 0.9140937

precision\_rf

## [1] 0.8074163

#Rpart -performance  
t <- table(testingData$rpart\_PROB, testingData[,9])  
t\_rpart <- as.data.frame.matrix(t)  
accu\_rpart <-sum(t[1,1] + t[2,2])/sum(t)  
precision\_rpart <- t[2,2]/sum(t\_rpart$YES)  
accu\_rpart

## [1] 0.9994563

precision\_rpart

## [1] 0.5669856

predictors <- names(blenderData)[names(blenderData) != labelName]  
BL\_DATA\_YES <- blenderData[which(blenderData$target=="YES"),]  
head(BL\_DATA\_YES)

## month day placement\_id exchange\_id hour site\_id size weekday  
## 1997202 9 10 120746015 1 23 136656 3 4  
## 1997235 9 12 120737600 1 10 15421 1 6  
## 1996484 9 10 120737600 1 7 21153 1 4  
## 1997442 9 13 120737601 1 1 12230 2 0  
## 1997011 9 12 120746014 1 13 788966 2 6  
## 896248 8 14 120746014 1 6 53198 2 5  
## target gbm\_PROB rf\_PROB rpart\_PROB  
## 1997202 YES YES YES YES  
## 1997235 YES YES YES YES  
## 1996484 YES YES YES YES  
## 1997442 YES YES YES YES  
## 1997011 YES YES YES YES  
## 896248 YES NO NO NO

BL\_DATA\_NO <- blenderData[sample(nrow(blenderData[which(blenderData$target=="NO"),]),nrow(BL\_DATA\_YES)),]  
balanced\_blender <- rbind(BL\_DATA\_YES, BL\_DATA\_NO)  
head(balanced\_blender)

## month day placement\_id exchange\_id hour site\_id size weekday  
## 1997202 9 10 120746015 1 23 136656 3 4  
## 1997235 9 12 120737600 1 10 15421 1 6  
## 1996484 9 10 120737600 1 7 21153 1 4  
## 1997442 9 13 120737601 1 1 12230 2 0  
## 1997011 9 12 120746014 1 13 788966 2 6  
## 896248 8 14 120746014 1 6 53198 2 5  
## target gbm\_PROB rf\_PROB rpart\_PROB  
## 1997202 YES YES YES YES  
## 1997235 YES YES YES YES  
## 1996484 YES YES YES YES  
## 1997442 YES YES YES YES  
## 1997011 YES YES YES YES  
## 896248 YES NO NO NO

final\_blender\_model <- train(balanced\_blender[,predictors], balanced\_blender[,labelName], method='rf', ntree=25)  
  
# See final prediction and performance of blended ensemble  
preds <- predict(object=final\_blender\_model, testingData[,predictors])  
t <- table(preds, testingData[,9])  
t\_rf <- as.data.frame.matrix(t)  
accu\_rf <-sum(t[1,1] + t[2,2])/sum(t)  
precision\_rf <- t[2,2]/sum(t\_gbm$YES)  
accu\_rf

## [1] 0.9150249

precision\_rf

## [1] 0.8002392

You can also embed plots, for example:

![](data:image/png;base64,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)

Note that the echo = FALSE parameter was added to the code chunk to prevent printing of the R code that generated the plot.