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#Summary

## Questions - Answers

1. How would this customer be classified?

A. This new customer would be classified as 0, does not take the personal loan

\*\*\*\*\*\*\*\*\*\*\*\*

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

A. The best value of K is 3, with the overall efficiency of 0.

\*\*\*\*\*\*\*\*\*\*\*\*

1. Show the confusion matrix for the validation data that results from using the best k?

A. By using the best value of K as 3, and at set.seed(159) the confusion matrix was

* Reference
* Prediction 0 1
* 0 1811 61
* 1 7 121
* True positive = 121
* True Negative = 1811
* False Positive = 7
* False Negative = 61

\*\*\*\*\*\*\*\*\*\*\*\*

1. Classify the customer using the best k?

A. Using Best value of K i.e K=3, the customer would be classified as 0. So, the customer does not take the personal loan.

\*\*\*\*\*\*\*\*\*\*\*\*

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

A. The training set has more accuracy(97.4%), sensitivity(75.93%) and specificity(99.7%) than test and validation data sets. it was due to some factors such as over fitting, sample size,data leakage etc. the main reason was over fitting, the model is allowed to memorize the training data. so that it will captures all the out liners of training data. As a result the model will perform exceptionally high on training data compared to that of remaining two datas.

For Training data:

Accuracy was 97.44%

Sensitivity was 75.93%

Specificity was 99.73%

For Validation data:

Accuracy was 96.13%

Sensitivity was 65.51%

Specificity was 99.41%

For Training data:

Accuracy was 95.60%

Sensitivity was 60.64%

Specificity was 99.23%

## Problem Statement

Universal bank is a young bank growing rapidly in terms of overall customer acquisition. The majority of these customers are liability customers (depositors) with varying sizes of relationship with the bank. The customer base of asset customers (borrowers) is quite small, and the bank is interested in expanding this base rapidly in more loan business. In particular, it wants to explore ways of converting its liability customers to personal loan customers.

A campaign that the bank ran last year for liability customers showed a healthy conversion rate of over 9% success. This has encouraged the retail marketing department to devise smarter campaigns with better target marketing. The goal is to use k-NN to predict whether a new customer will accept a loan offer. This will serve as the basis for the design of a new campaign.

The file UniversalBank.csv contains data on 5000 customers. The data include customer demographic information (age, income, etc.), the customer’s relationship with the bank (mortgage, securities account, etc.), and the customer response to the last personal loan campaign (Personal Loan). Among these 5000 customers, only 480 (= 9.6%) accepted the personal loan that was offered to them in the earlier campaign.

Partition the data into training (60%) and validation (40%) sets

# Data Import And Cleaning

#Load the Required Libraries

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

#data import which was in .csv format

universal.bank <- read.csv("C:/Users/BHARGAV/Downloads/UniversalBank.csv")  
dim(universal.bank)

## [1] 5000 14

t(t(names(universal.bank)))# The 't' function creates a transpose of the dataframe

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#drop the ID and ZIP as mentioned in the question

universal.bank <- universal.bank[,-c(1,5)]# 1 and 5 are the indexes for columns ID and ZIP  
dim(universal.bank)

## [1] 5000 12

#transforming categorical variables into dummy variables

# only education need to be converted to factor  
universal.bank$Education <- as.factor(universal.bank$Education)  
  
# converting education levels to dummy variables  
groups <- dummyVars(~.,data=universal.bank) # 'dummyVars' function creates dummy variables for factors  
universal.B.bank <- as.data.frame(predict(groups,universal.bank))

#Splitting the Data into 60% training and 40% validation.

set.seed(159) # Important to ensure that we get the same sample if we rerun the code  
  
train.index <- sample(row.names(universal.B.bank), 0.6\*dim(universal.B.bank)[1]) # 60% training data  
train.bank <- universal.B.bank[train.index,]  
  
valid.index <- setdiff(row.names(universal.B.bank), train.index) # 40% validation data  
valid.bank <- universal.B.bank[valid.index,]  
  
# Print the dimensions of the split datasets  
cat("Training data dimensions:", dim(train.bank), "\n")

## Training data dimensions: 3000 14

cat("Validation data dimensions:", dim(valid.bank), "\n")

## Validation data dimensions: 2000 14

# Normalizing the training and validation data

train.norm.bank <- train.bank[,-10] # Personal loan is the 10th variable in data frame  
valid.norm.bank <- valid.bank[,-10]

#Preprocessing of data  
norm.values <- preProcess(train.bank[, -10], method=c("center", "scale"))  
  
#Normalization of training and validation data  
train.norm.bank <- predict(norm.values, train.bank[, -10])  
valid.norm.bank <- predict(norm.values, valid.bank[, -10])

## Questions

Consider the following customer:

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# Creating the dataset and NormaliZing the data

# creating a new customer  
new\_customer <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalizing the new customer  
new.cust.norm <- new\_customer  
new.cust.norm <- predict(norm.values, new.cust.norm)

# Performing knn clasifucation with k=1 and Predicting the new customer class

# Assuming value of k=1  
knn.pred1 <- class::knn(train = train.norm.bank,   
 test = new.cust.norm,   
 cl = train.bank$Personal.Loan, k = 1)  
  
# Print the knn prediction  
knn.pred1

## [1] 0  
## Levels: 0 1

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

# Calculate the accuracy for each value of k

# Set the range of k values to consider 1 to 15  
accuracy.bank <- data.frame(k = seq(1, 20, 1), overallaccuracy = rep(0, 20))  
  
for(i in 1:20) {  
knn.pred <- class::knn(train = train.norm.bank,   
 test = valid.norm.bank,   
 cl = train.bank$Personal.Loan, k = i)  
  
accuracy.bank[i, 2] <- confusionMatrix(knn.pred, as.factor(valid.bank$Personal.Loan),  
 positive = "1")$overall[1] # overall[1] gives the accuracy  
}  
  
bestValueofk <- which(accuracy.bank[,2] == max(accuracy.bank[,2])) # gives the k value with maximum accuracy

accuracy.bank

## k overallaccuracy  
## 1 1 0.9620  
## 2 2 0.9630  
## 3 3 0.9660  
## 4 4 0.9615  
## 5 5 0.9630  
## 6 6 0.9600  
## 7 7 0.9630  
## 8 8 0.9630  
## 9 9 0.9600  
## 10 10 0.9575  
## 11 11 0.9570  
## 12 12 0.9540  
## 13 13 0.9535  
## 14 14 0.9525  
## 15 15 0.9510  
## 16 16 0.9500  
## 17 17 0.9495  
## 18 18 0.9465  
## 19 19 0.9465  
## 20 20 0.9460

# Print the best value of k  
cat("The Best Value of k is:", bestValueofk)

## The Best Value of k is: 3

#Plotting the graph between k values and accuracy  
plot(accuracy.bank$k,accuracy.bank$overallaccuracy)

![](data:image/png;base64,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)

1. Show the confusion matrix for the validation data that results from using the best k.

# Creating the confusion matrix for the validation data for best value of k

#taking best value of k for prediction  
knn.pred2 <- class::knn(train = train.norm.bank,   
 test = valid.norm.bank,   
 cl = train.bank$Personal.Loan, k = bestValueofk)

#confusion matrix for data  
confusion\_matrix <- confusionMatrix(knn.pred2,  
 as.factor(valid.bank$Personal.Loan), positive = "1")  
  
#print the matrix  
cat("Confusion Matrix for validation data:", "\n")

## Confusion Matrix for validation data:

print(confusion\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1811 61  
## 1 7 121  
##   
## Accuracy : 0.966   
## 95% CI : (0.9571, 0.9735)  
## No Information Rate : 0.909   
## P-Value [Acc > NIR] : < 2e-16   
##   
## Kappa : 0.7628   
##   
## Mcnemar's Test P-Value : 1.3e-10   
##   
## Sensitivity : 0.6648   
## Specificity : 0.9961   
## Pos Pred Value : 0.9453   
## Neg Pred Value : 0.9674   
## Prevalence : 0.0910   
## Detection Rate : 0.0605   
## Detection Prevalence : 0.0640   
## Balanced Accuracy : 0.8305   
##   
## 'Positive' Class : 1   
##

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

# Creating the new dataset and Normalizing the data

# creating a new customer1  
new\_customer1 <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalizing the new customer  
new.cust.norm1 <- new\_customer1  
new.cust.norm1 <- predict(norm.values, new.cust.norm1)

# Predict using knn Algorithm

#taking best value of k, as it has maximum accuracy.  
knn.pred3 <- class::knn(train = train.norm.bank,   
 test = new.cust.norm1,   
 cl = train.bank$Personal.Loan, k = bestValueofk)  
  
#print the prediction  
knn.pred3

## [1] 0  
## Levels: 0 1

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

# split the already cleaned data again to training, validation and testing

set.seed(159) # Important to ensure that we get the same sample if we rerun the code  
  
# Split the data into training (50%), validation (30%), and testing (20%) sets  
train.index1 <- sample(row.names(universal.B.bank), 0.5\*dim(universal.B.bank)[1])# 50% training data  
valid.index1 <- sample(setdiff(row.names(universal.B.bank), train.index1),  
 0.3\*dim(universal.B.bank)[1]) # 30% validation data  
test.index1 <- setdiff(row.names(universal.B.bank), c(train.index1,valid.index1)) # 20% test data   
  
trainData1 <- universal.B.bank[train.index1,]  
validData1 <- universal.B.bank[valid.index1,]  
testData1 <- universal.B.bank[test.index1,]  
  
# Print the dimensions of the split datasets  
cat("Training data dimensions:", dim(trainData1), "\n")

## Training data dimensions: 2500 14

cat("Validation data dimensions:", dim(validData1), "\n")

## Validation data dimensions: 1500 14

cat("Testing data dimensions:", dim(testData1), "\n")

## Testing data dimensions: 1000 14

#Normalize the data for all the 3 sets  
train.norm.bank1 <- trainData1[ ,-10] #removing the 10th variable(personal loan)  
valid.norm.bank1 <- validData1[ ,-10]  
test.norm.bank1 <- testData1[ ,-10]

#Preprocessing of data  
norm.values1 <- preProcess(trainData1[ ,-10], method=c("center", "scale"))  
train.norm.bank1 <- predict(norm.values1, trainData1[ ,-10])  
valid.norm.bank1 <- predict(norm.values1, validData1[ ,-10])  
test.norm.bank1 <- predict(norm.values1, testData1[ ,-10])

# confusion matrix for the data at k=3 with training data

#knn prediction for validation data at best value of k  
knn.pred.train <- class::knn(train = train.norm.bank1,   
 test = train.norm.bank1,   
 cl = trainData1$Personal.Loan, k = 3)  
  
#confusion matrix for training data  
confusion\_matrix.train <- confusionMatrix(knn.pred.train,   
 as.factor(trainData1$Personal.Loan), positive = "1")  
  
#print the matrix  
cat("Confusion Matrix for training data:", "\n")

## Confusion Matrix for training data:

print(confusion\_matrix.train)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2253 58  
## 1 6 183  
##   
## Accuracy : 0.9744   
## 95% CI : (0.9674, 0.9802)  
## No Information Rate : 0.9036   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8374   
##   
## Mcnemar's Test P-Value : 1.83e-10   
##   
## Sensitivity : 0.7593   
## Specificity : 0.9973   
## Pos Pred Value : 0.9683   
## Neg Pred Value : 0.9749   
## Prevalence : 0.0964   
## Detection Rate : 0.0732   
## Detection Prevalence : 0.0756   
## Balanced Accuracy : 0.8783   
##   
## 'Positive' Class : 1   
##

# confusion matrix for the data at k=3 with validation data

#knn prediction for validation data at best value of k  
knn.pred.valid <- class::knn(train = train.norm.bank1,   
 test = valid.norm.bank1,   
 cl = trainData1$Personal.Loan, k = bestValueofk)  
  
#confusion matrix for validation data  
confusion\_matrix.valid <- confusionMatrix(knn.pred.valid,   
 as.factor(validData1$Personal.Loan), positive = "1")  
  
#print the matrix  
cat("Confusion Matrix for Validation data:", "\n")

## Confusion Matrix for Validation data:

print(confusion\_matrix.valid)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1347 50  
## 1 8 95  
##   
## Accuracy : 0.9613   
## 95% CI : (0.9503, 0.9705)  
## No Information Rate : 0.9033   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7457   
##   
## Mcnemar's Test P-Value : 7.303e-08   
##   
## Sensitivity : 0.65517   
## Specificity : 0.99410   
## Pos Pred Value : 0.92233   
## Neg Pred Value : 0.96421   
## Prevalence : 0.09667   
## Detection Rate : 0.06333   
## Detection Prevalence : 0.06867   
## Balanced Accuracy : 0.82463   
##   
## 'Positive' Class : 1   
##

# confusion matrix for the data at k=3 with test data

#knn prediction for test data at best value of k  
knn.pred.test <- class::knn(train = train.norm.bank1,   
 test = test.norm.bank1,   
 cl = trainData1$Personal.Loan, k = bestValueofk)  
  
#confusion matrix for test data  
confusion\_matrix.test <- confusionMatrix(knn.pred.test,   
 as.factor(testData1$Personal.Loan), positive = "1")  
  
#print the matrix  
cat("Confusion Matrix for Test data:", "\n")

## Confusion Matrix for Test data:

print(confusion\_matrix.test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 899 37  
## 1 7 57  
##   
## Accuracy : 0.956   
## 95% CI : (0.9414, 0.9679)  
## No Information Rate : 0.906   
## P-Value [Acc > NIR] : 1.733e-09   
##   
## Kappa : 0.6986   
##   
## Mcnemar's Test P-Value : 1.232e-05   
##   
## Sensitivity : 0.6064   
## Specificity : 0.9923   
## Pos Pred Value : 0.8906   
## Neg Pred Value : 0.9605   
## Prevalence : 0.0940   
## Detection Rate : 0.0570   
## Detection Prevalence : 0.0640   
## Balanced Accuracy : 0.7993   
##   
## 'Positive' Class : 1   
##