**LAB 2: STUDYING THE CACHE IMPACT OF MULTICORE PROCESSORS**

# Goal

In this lab, you will compile and run the different versions of Matrix Multiplication programs on the PDS Lab’s cluster to study about the **cache effects on sequential and parallel programs running on multi-core processors**. You also learn the skill of profiling a program for performance analysis.

# Submission

* Submit your lab answers as Word documents (.doc, .docx, .xls) attachments to Canvas. You can answer the lab questions directly in this file or in a separate file. Make sure the submitted file’s name is “Lab2\_firstname\_lastname.docx”.

# Part 1. Understands different versions of Matrix Multiplication.

The Matrix Multiplication was implemented in four different versions. Each version is a function in the source code file **mm1.cpp**.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **C= A \* B =** | a11 a12  … a1n  a21 a22  … a2n  … … … …  an1 an2  … ann | \* | b11 b12  … b1n  b21 b22  … b2n  … … … …  bn1 bn2  … bnn | = | c11 c12  … c1n  c21 c22  … c2n  … … … …  cn1 cn2  … cnn |

* **Version1**: The function ***SequentialMatrixMultiplication\_Version1*** in source code file

Pseudo Code

for i = 1 to n

for j = 1 to n

for k = 1 to n

cij = cij + aik\*bkj

* **Version 2**: The function ***SequentialMatrixMultiplication\_Version2*** in source code file

Pseudo Code

for i = 1 to n

for k = 1 to n

for j = 1 to n

cij = cij + aik\*bkj

**Version 3:** The function ***ParallelMatrixMultiplication\_Version3*** in source code file

* This function is a parallel version of the version 1. The **#pragma omp parallel for** directive indicates that the following loop is executed in parallel.

**Version 4:** The function ***ParallelMatrixMultiplication\_Version3*** in source code file

* This function is a parallel version of the version 2. The **#pragma omp parallel for** directive indicates that the following loop is executed in parallel.

**Question 1 (1pt).** What is the main difference between version 1 and version 2? Which version better leverages caches and why? (you don’t need to run the program to answer this question at this point. However, you may need to look into the given codes to understand the differences between the two versions).

**Question 2 (1pt).** How many threads the parallel versions (version 3 and 4) are using ? Explain it in terms of physical core, logical core and hyper threads.

# Part 2: Analysis

1. (4 pt) For each version of matrix multiplication, run the program with matrix sizes according to Table 1. For each matrix size, you should run the program at least 2 times and average the results. Then fill in Table 1 as well as plot the runtime for Heracles in a chart (x-axis for the matrix size, y-axis for the runtime)

**Compiling C/C++ program**: Read Section 1 for how to compile a C/C++ program on Heracles. You can also read the instructions from <http://pds.ucdenver.edu/webclass/index.html/>

**Note:** The Matrix Multiplication program in this lab gets three arguments as its inputs:

* 1st argument: the size of the matrix
* 2nd argument: the version number of the program, 1 = version 1, 2 = version 2, etc.
* 3rd argument: the option to specify if input/output matrices are printed or not (1=print; 0= not print). Program only prints if the matrix size is less than 10.

Table 1 – Heracles results

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Matrix size** | **Runtime of  Version 1** | **Runtime of  Version 2** | **Runtime of  Version 3** | **Runtime of  Version 4** |
| 1000 | ? | ? | ? | ? |
| 2000 | ? | ? | ? | ? |
| 3000 | ? | ? | ? | ? |
| 4000 | ? | ? | ? | ? |
| 5000 | ? | ? | ? | ? |

Table 2.1 - Speedup on Heracles

|  |  |  |  |
| --- | --- | --- | --- |
| **Matrix size** | **Speedup of Version 2** | **Speedup of Version 3** | **Speedup of Version 4** |
| 1000 | ? | ? | ? |
| 2000 | ? | ? | ? |
| 3000 | ? | ? | ? |
| 4000 | ? | ? | ? |
| 5000 | ? | ? | ? |

**Plot the runtime graph here for Heracles (Table 2) in a chart (x-axis for the matrix size, y-axis for the runtime)**

|  |
| --- |
|  |

1. **Observe cache misses of different matrix multiplication on Heracles.** In order to profile to observe cache misses of a program, you will use **Perf** profiler. **Perf** profiler can be used to measure not only cache misses but also other information such as CPU clocks, branch prediction, etc.

More information of **Perf** can be found at <http://www.brendangregg.com/perf.html>, <https://perf.wiki.kernel.org/index.php/Main_Page> and, <http://www.pixelbeat.org/programming/profiling/>

The perf command of the Profiling C/C++ programs on Heracles is as follows:

**# ssh node<#n> perf stat -e <event1> -e <event2> -e <event n> <path/>Myprogram arg1 arg2 argn**

* Perf: profile tool that will monitor your program.
* event: predefined events displayed in perf list command.
* #n: is the node number (0, 1, 2, 3, ..., n) that you'd like to run your program on.

**Example:**

ssh node2 perf stat -e cache-misses /myPath/mm 4 2 1

For this question, you have to profile only the cache misses for all the versions and sizes. Fill in your results in Table 3.

Table 2 – Profile cache misses on Heracles.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Matrix Size** | **Version 1** | **Version 2** | **Version 3** | **Version 4** |
| **Cache misses** | **Cache misses** | **Cache misses** | **Cache misses** |
| 1000 |  |  |  |  |
| 2000 |  |  |  |  |
| 3000 |  |  |  |  |
| 4000 |  |  |  |  |
| 5000 |  |  |  |  |

**Answer the following questions based in the experiments you’ve done in this part.**

**Question 3 (1pt).** What is the main factor for the runtime difference between Version 1 and Version 3? Why?

**Question 4 (1pt).** What is the ideal speedup when you run a program that uses N cores? Does version 4 achieve the ideal speedup? Provide results based on your experiments.

**Question 5 (1pt).** Compare the speedups of version 2, 3, and 4 and explain why these versions have different speedup? (Hint: Which techniques are used in version 2, 3, and 4?). Provide experiment results to support your answers.

**Question 6 (1pt).** When the matrix size increases, what are the factors resulting in the speed up of the Version 4?

**Section 1. COMPILING AND RUNNING THE PROGRAMS ON HERACLES**

* Logon the Heracles server (see Lab 1)
* Make a folder named csc5593/lab3 in your home directory using the **mkdir** command.
* Copy the source code files to csc5551 or csc7551. If you are using MAC or Linux, you can copy these files using **scp** or **sftp** command. If you are using Windows, you can use WinSCP or SSH Secure Shell to login and copy files from your PC to the cluster. For more information on downloading WinSCP and how to use this software, visit:

<http://pds.ucdenver.edu/document.php?type=software&name=winscp>

* Hardware Information about Heracles:

<http://pds.ucdenver.edu/webclass/Heracles_Architecture.html>

* Compiling C++/openMP programs on Heracles

<http://pds.ucdenver.edu/webclass/Compiling%20openMP%20programs.html>

* Running program on Heracles

The first step when running your program on a compute node on Heracles is to find an open node to run on. Visit  <https://heracles.ucdenver.pvt/mcms/> for monitoring the compute nodes on Heracles. Try to select a node that shows the lowest usage.

<http://pds.ucdenver.edu/webclass/Heracles-RunningPrograms.html>

Scheduling jobs on Heracles by using SLURM

<http://pds.ucdenver.edu/webclass/Heracles-RunningPrograms%20Slurm.html>