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**摘要：**无人驾驶汽车在改变人类出行方式的同时，也给人类社会带来了巨大的挑战。本文介绍了当前自动驾驶汽车事故中存在的道德困境，指出了道德困境产生的原因，以及在事故中各方可能存在的责任。同时，就缓解当前存在的道德困境提出了相关建议，如通过构造具体责任人来取代自动驾驶这一抽象责任人，以及通过法律明确各方责任界限，完善补偿机制等方法。
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# 1、引言

随着新一代人工智能算法和产品的快速开发和部署，人工智能在各个领域发挥着越来越重要的作用，并对现代社会结构产生了重大影响。神经网络模型和算法已被广泛应用于各种决策场景，如刑事审判、交通控制、金融贷款和医疗诊断等等。

腾讯研究院院长司晓介绍，全球人工智能创业企业已达2000多家，仅腾讯公司就有四大实验室正在开展人工智能相关研究。事实上，有些人工智能商业场景迟迟不能落地，不是被技术“绊”住了，而是伦理研究“拖了后腿”。事实上，我们每个人每天都会做出各种的道德决策。当一个司机选择踩刹车来避免撞上一个乱穿马路的行人时，他就做出了将风险从行人身上转移到车内人身上的道德决策。但自动驾驶中有一个著名的伦理困境，即当它无可避免要撞人时，是撞向人多的一边还是人少的一边。这是一个典型的伦理困境，它表明了伦理在技术发展中的重要性。

同时，随着基于人工智能的自动决策系统得到不断的推广和应用，也在安全性和公平性等方面带来潜在的风险，并且已经造成了几例惨剧。特别是在自动驾驶系统的安全性方面，美国亚利桑那州一名女性在过马路时被一辆Uber无人驾驶SUV撞倒并最终死亡，这是全球首起自动驾驶汽车撞死人类的事故，引发了广泛关注和担忧。自动驾驶汽车是目前民众接触最多的人工智能应用之一，且由于它的实在性，其所带来的风险、道德问题也更加显著。

# 2、自动驾驶汽车的道德困境

人工智能的责任伦理问题是现在极为突出的一个道德困境。在世界范围内，自动驾驶技术在实际测试、使用中由于操作失误、设计缺陷等出现了多起伤亡事故。2016年，美国佛罗里达州某驾驶人员在开启自动驾驶情况下与一辆拖拉机拖车相撞后不幸死亡。2016年，中国发生国内首起自动驾驶伤亡事件，特拉斯车主在京港澳高速河北邯郸段直接撞击道路清洁车，所驾驶车辆当场严重损坏，驾驶人员当场死亡，随后家属向特拉斯公司发起索赔，经过一年多取证，特拉斯公司终于承认发生事故时汽车处于自动驾驶状态，自此后特拉斯公司将自动驾驶翻译为自动辅助驾驶。

在机器人伤人事件中，法律责任的界定是非常困难的。显然人类不可能要求机器人本身负责，因为它是不具备人类意识的人工制造物，我们无法起诉机器人。因此，责任将在使用者、销售者与制造者之间划定，因现阶段的人工智能并非早期机械化机器，现代人工智能拥有学习能力，能自主运算、自主运行，那么事故发生时难以判断出错阶段，导致安全事故责任难以厘清。

根据传统责任理论，某人应对其行为负责意味着将某种能力归属此人，并且，其行为是其运用此种能力的结果。自亚里士多德以来，使得归责成为可能的能力被普遍认为是对行动的控制和觉知。然而，行动者对其不能控制的事情，比如天要下雨，则无需负责。行动者能够控制行动通常意味着他能够做不同于他实际所做的行动。比如，一个行动者在路口选择了往右走，如果他能控制自身行动，那他当时也可以选择往左走。这种形式的控制体现了常识意义上的“自由意志”。一些传统理论的确认为自由意志是责任归属的必要条件：因为你的行动是你自由选择的结果，所以你应该对它负责。

传统责任理论的另一个原则是，责任的归属以行动者关于自己行动的自我知识为条件。如果一个人根本不知道自己在做什么，比如睡着的时候，他是不用对其行为负责的。如果一个人知道自己在做什么，但他还是选择那样做，那么他应该对自己所做的事情负责。更进一步的要求是，当一个人被问到为什么那样做时，他有能力为自己的行动提供基于他信念和意图的解释。

但传统责任理论无法清晰地告诉我们，在一场因自动驾驶汽车导致的事故中，究竟应该是由谁来承担责任。核心原因在于，对于自动驾驶汽车来说，它没有通常意义上的操作人员，也没有一个可完整定义的操作模式，这是由于人工智能的黑盒状态导致的。自动驾驶汽车的研究人员并不是清晰地给定了驾驶规则，而是由人工智能无法完全预测的自动做出决定。并且，人工智能具有自主学习的能力，研究人员无法完全预知自动驾驶汽车的行为。此外，如果是需要驾驶员介入，而驾驶员没有及时介入的情况下，我们可以认为责任人是驾驶员。但实际情况是，当紧急情况发生时，驾驶员往往没有足够的时间介入驾驶。因此，按照传统责任理论，我们无法将责任归结于驾驶人或研究人员。这导致一个困境：当我们想追责时，却找不到合适的承担责任的主体，从而产生了责任空缺。

# 3、自动驾驶汽车伦理问题可能的责任人

## 3.1 驾驶人存在的责任问题

对于驾驶人来说，责任问题分为两种情况，即目前的自动辅助驾驶和完全自动驾驶，区别在于驾驶员是否能够对驾驶过程进行控制。对于完全自动驾驶来说，驾驶人在驾驶过程中无法或者很难及时介入驾驶，因此在事故中驾驶人无需承担主要责任。但由于其选择了自动驾驶，驾驶人应该可以认识到自动驾驶可能带来的风险，那么其自主选择了自动驾驶，便需要为事故承担一定责任，但这种责任应该是次要的。对于自动辅助驾驶来说，在驾驶人可以干预汽车运行的情况下，驾驶人自然有义务注意道路和交通，并在必要时进行干预，以避免发生事故。然而，事故通常并不容易预见，尤其是在驾驶人有明显的疲劳、分心的情况下，如果要求驾驶人必须时刻关注路面情况，那么自动驾驶也就失去了它的意义。所以，除非驾驶人在一开始就做出了错误的决定，比如在闹市区选择过大的车速等，否则很难对其进行追责。

## 3.2 自动驾驶研究人员的责任问题

对于自动驾驶研究人员来说，在软件没有恶意编程、系统没有安全漏洞的情况下，是很难被追责的。当自动驾驶系统存在明显漏洞，如特斯拉动能回收系统在湿滑路面情况下，会导致用户刹车踏板变硬的情况下，自动驾驶研究人员应该被追究责任，因为这个是一个清晰的可选择的逻辑问题，是由于研究人员在编程过程中对情况考虑不全面，系统控制逻辑混乱所导致的。但如果是自动驾驶系统的驾驶决策出现问题，研究人员是很难对其负责的，因为驾驶决策并没有清晰的逻辑选择，是由人工智能在黑盒状态下自主进行的，研究人员很难预测，更无法对其负责。

# 4、自动驾驶汽车伦理问题可能的解决方法

## 4.1 自动驾驶汽车安全公司

在责任空缺或者说只存在抽象责任人的情况下，一个自然而然的方式是引入一个具体化的责任人。比如，可以成立自动驾驶汽车安全公司，由其开发一个标准化的安全包，对自动驾驶过程的安全问题负责。其安全包的原则应该是尽可能明确、清晰的，以减少对抽象责任人的引入。同时还应包含一个监测模块，负责记录自动驾驶系统接收到的所有指令、升级情况以及关键运行数据，并定期对智能系统进行测试。当自动驾驶安全公司确定所有行动者都无重大过失时，惩罚落实并终止于自动驾驶安全公司；当自动驾驶发现某个人类行动者有重大过失时，人类行动者就应该接受惩罚。一般来说，惩罚的目的既是为了让责任人意识到自己的错误，也是为了让所有社会成员知道任何挑战法律规范的行为都要付出代价，也可以促进该类事件的改善。引入专门的自动驾驶汽车安全公司，当没有明确人类责任人时，将其作为责任主体，通过对其的惩罚，可以使其认识到自己在安全包上存在的漏洞，并且对安全包进行改进，很好的实现了惩罚的目的。

此外，为了保证自动驾驶汽车安全公司可以对自动驾驶导致的事故负责，自动驾驶汽车安全公司应该至少由制造商、拥有者、使用者等成员组成，且成员应当由法律保证强制加入。即，制造商在生产自动驾驶汽车前、拥有者在购买自动驾驶汽车前、使用者在使用自动驾驶汽车前，必须加入自动驾驶汽车安全公司；而自动驾驶汽车在销售前也必须在一家自动驾驶汽车安全公司注册。

当然，自动驾驶汽车安全公司可以由政府出面组建，强制要求所有相关公司加入。并且，自动驾驶汽车的广泛普及，实际上是由全体公民做出的决定，由此引发的事故由代表全体公民的政府进行负责也是合乎伦理道德的。

## 4.2 完善的法律与补偿机制

在无法找到明确责任人的情况下，对事故进行处理的另一个方式是尽量弥补事故所形成的伤害，即对自动驾驶汽车的伤害采取补偿。补偿机制应该尽可能地消除受害人所受的损害，并且采取保险或其他集体化减轻风险的方案。从这个角度来看，受害者可以随时获得足够且合理的补偿，而不需要诉诸于法律机制，法院也不需要扩大现有的责任模式，以确保受害者能得到补救。

因为在自动驾驶汽车正常运行的情况下，事故的发生可以被视为一种意外，那么只需提供一定的补偿就可以解决这一问题。正如电刚刚出现的时候，有一个伦理学家站出来说：电力不可能普及的，因为人们在使用电的过程中有可能被电死，但是在电杀死人的过程中，电力作为一项技术无法承担责任。但是100年后的今天，我们并没有遇到因电导致的伦理问题。原因在于，我们为各方指定了完善的法律法规，无论是制造者还是使用者，只要在合法框架下行动就无需承担责任。当制造商制作出不符合规范的电器时，他需要承担责任；当使用者知悉用电规则却没有遵守规则时，需要承担责任。当各方都没有过错，但仍然电死人时，普遍被认为是不幸的意外。因此，只要明确各方的责任与义务，并提供完善的补偿机制，可以在一定程度上缓解自动驾驶汽车的道德困境。当然，这会需要一定的时间，来完善法律法规，以及让民众认可符合规范下的自动驾驶汽车的安全的。

# 5、结语

在由自动驾驶汽车引发的事故中，责任人的界定是十分困难的，很有可能各方都不存在过错，我们无法找到明确的责任人对这场事故负责，而自动驾驶汽车自身作为机器还无法跨越技术和概念框架，不能作为道德责任的归责对象，导致道德困境的产生。本文对事故各方进行了可能的责任认定，并且给出了当各方无明确责任情况下可能的解决方法：一方面政府需要完善法律法规，明确各方的责任边界，并建立完善的补偿机制；另一方面，可以引入一个最终责任人，自动驾驶汽车安全公司，由它负责监管自动驾驶汽车中的所有安全问题，并对其安全负责。

我相信，随着自动驾驶技术的发展和法律法规的完善，以及民众对自动驾驶汽车的信任，自动驾驶汽车事故的道德困境必将和百年前电的道德困境一样逐渐消失。
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