问答系统研究综述
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**摘要：** 文中首先会介绍问答系统的定义和历史，并介绍现有的主流问答系统，以及分析其核心技术和评测机制， 最后将对问答系统的发展趋势和方向进行展望。
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**1 研究意义**

问答系统（也可称为人机对话系统），是指的一个机器系统，该系统的功能是对于用户通过自然语言输入的问句，它能够给出既简洁又准确的回答。由于用户的需求越来越精细化、多样化，基于关键词组合或者基于浅层语义分析的检索系统越不能满足用户的需求，智能问答系统可以通过数据经过深度加工处理形成具有某种固定结构的知识库，并通过自然语言处理技术解析用户需求，从而快速准确地为用户提供所需要的信息[8]。

问答系统及其相关领域有重要的研究价值和实际应用价值。其涉及的领域很广，其中主要技术有知识的抽取和表示，用户问句的语义理解和通过知识推理得到答案，该领域如果有重要突破，对于文本分类和推荐系统等领域都会有相当大的促进作用。对于实际应用价值，问答系统能快速准确的找到信息可以让人们的生活变得十分便利，比如：查询天气，股票价格，飞机航班等情况，甚至可以部分代替人工劳动，用机器来替代人工客服进行自动问答，可以大大减少人力成本。

**2 发展历程**

问答系统已有70年的发展历史。早期的上世纪去六十年代问答系统大多针对特定的领域，如Baseball[1]和Lunar[2],一般只接受特定形式的自然语言问句，训练数据少，未能广泛使用。进入九十年代后，互联网发展和TREC-QA评测的推出，极大推动促进了智能问答系统的发展，研究人员在该语料库上训练和测试各种问答模型，先后提出基于逻辑推理[3]、模板匹配[4]、集起学习[5]、数据冗余性的方法等很多领先方法[6]。在该阶段，人们主要利用信息检索或浅层语义理解技术去从大量候选集中寻找答案从而构建智能问答系统，取得了巨大发展，但其缺陷就是答案中至少要包含用户问句中的字词，用户问句是自然语言，其有复杂性，所以检索式问答不能很好的处理和解决用户的需求。

缺乏高质量的数据和强大的技术一直是阻碍发展的两个主要因素，但是随着一些常见的互联网应用兴起，比如百度百科、维基百科，使得缺乏高质量数据的问题被得到，像Freebase等知识库被建立；此外，自然语言处理技术的发展得益于机器学习和深度学习的兴起。

近年来，有很多智能问答系统诞生了，比如IBM研发的问答机器人Waston在《Jeopardy》节目中战胜人类选手，该机器人是融合了统计机器学习、信息抽取、知识库集成和知识推理等各种技术为一体的人工智能系统。又比如：微软的“小冰”、Apple的Siri和中科汇联公司的“爱客服”，其不仅提供情感聊天还提供智能客服的功能。问答系统正在快速发展中，未来将会有满足和解决更多用户需求的问答系统诞生。

**3 现有的主流问答系统**

主流的问答系统，大致可以分为：聊天机器人、基于知识库的问答系统、基于自由文本的问答系统等。

3.1聊天机器人

聊天机器人主要功能给出较为人性化且符合人类语言习惯的答案。比如：ALICE。ALICE是由Richard S.Wallac开发的，在2000年以及接下来的两年，都获得了“Loebner Prize”比赛冠军。其使用AIML表示其知识，采用了模式匹配的方法，并定义了丰富的标签，用Java作为引擎分析用户输入，并在知识库中搜索最合适的回答来返回给用户。

3.2基于知识库的问答系统

该系统首先采用自定义词典分词和CRF模型相结合的方法识别问句中的主体；其次，采用模糊匹配方法将问句中的主体与知识库中实体建立链接；然后，通过相似度计算以及规则匹配等多种方法识别问句中的谓词并与知识库实体的属性建立关联；最后，进行实体消歧和答案获取。

3.3 基于自由文本的问答系统

自由文本，又称原始文本、非结构化文本，是指 未经人工处理的文档、网页等。 基于自由文本的问答系统，是接受用户以自然语言提交问题； 利用信息检索等技术，从系统的自由文本库中检索出 相关的文档、网页； 利用答案抽取等技术，从这些检索出来的自由文本中 抽取出问题的答案并提交给用户。 与其它问答系统相比，基于自由文本的问答系统： 不需要建立大规模知识库，而是基于自由文本进行知 识问答，节省了大量的人力物力； 系统返还给用户的，是用户问题的具体答案而不只是和用户查询相关的文本或者网页。

**4 研究前沿**

智能问答系统涉及的 领域很广，其中主要关键技术有知识的抽取和表示，用户问句的语义理解和通过知识推理得到答案，这些领域都各自相对独立的存在并且采用了非常不同的方法，并且这些方法都有着各自的瓶颈。所以智能问答系统的现代研究基本围绕这三方面展开。[7]

4.1问句理解

给定用户问题，自动问答首先需要理解用户所提问题。用户问句的语义理解包含词法分析、句法分析、语义分析等多项关键技术，需要从文本的多个维度理解其中包含的语义内容。在词语层面，需要在开放域环境下，研究命名实体识别（Named Entity Recognition）、术语识别（Term Extraction）、词汇化答案类型词识别（Lexical Answer TypeRecognition）、实体消歧（Entity Disambiguation）、关键词权重计算（Keyword Weight Estimation）、答案集中词识别（Focused Word Detection）等关键问题。在句法层面，需要解析句子中词与词之间、短语与短语之间的句法关系，分析句子句法结构。在语义层面，需要根据词语层面、句法层面的分析结果，将自然语言问句解析成可计算、结构化的逻辑表达形式（如一阶谓词逻辑表达式）。

4.2文本信息抽取

给定问句语义分析结果，自动问答系统需要在已有语料库、知识库或问答库中匹配相关的信息，并抽取出相应的答案。传统答案抽取构建在浅层语义分析基础之上，采用关键词匹配策略，往往只能处理限定类型的答案，系统的准确率和效率都难以满足实际应用需求。为保证信息匹配以及答案抽取的准确度，需要分析语义单元之间的语义关系，抽取文本中的结构化知识。早期基于规则模板的知识抽取方法难以突破领域和问题类型的限制，远远不能满足开放领域自动问答的知识需求。为了适应互联网实际应用的需求，越来越多的研究者和开发者开始关注开放域知识抽取技术，其特点在于：1）文本领域开放：处理的文本是不限定

领域的网络文本；2）内容单元类型开放：不限定所抽取的内容单元类型，而是自动地从网络中挖掘内容单元的类型，例如实体类型、事件类型和关系类型等。

4.3知识推理

自动问答中，由于语料库、知识库和问答库本身的覆盖度有限，并不是所有问题都能直接找到答案。这就需要在已有的知识体系中，通过知识推理的手段获取这些隐含的答案。例如，知识库中可能包括了一个人的“出生地”信息，但是没包括这个人的“国籍”信息，因此无法直接回答诸如“某某人是哪国人?”这样的问题。但是一般情况下，一个人的“出生地”所属的国家就是他（她）的“国籍”。在自动问答中，就需要通过推理的方式学习到这样的模式。传统推理方法采用基于符号的知识表示形式，通过人工构建的推理规则得到答案。

但是面对大规模、开放域的问答场景，如何自动进行规则学习，如何解决规则冲突仍然是亟待解决的难点问题。目前，基于分布式表示的知识表示学习方法能够将实体、概念以及它们之间的语义关系表示为低维空间中的对象（向量、矩阵等），并通过低维空间中的数值计算完成知识推理任务。虽然这类推理的效果离实用还有距离，但是我们认为这是值得探寻的方法，特别是如何将已有的基于符号表示的逻辑推理与基于分布式表示的数值推理相结合，研究融合符号逻辑和表示学习的知识推理技术，是知识推理任务中的关键科学问题。

**5 总结与展望**

一方面，基于维基百科等高质量的知识资源库的建立和更新，另一方面，基于机器学习的自然语言处理技术的快速发展，将给问答系统的快速高效发展提供了资源基础和技术基础。但是，仍然存在问题，比如网络中有大量涉及多个领域的知识资源库，需要将这些多个领域的知识资源统一起来，来更好的满足用户的统一查询的需求；此外这些资源库中大多是事实性知识、缺乏常识性知识，这个问题不利于问答中知识推理过程，因为在人类的推理过程中，常识知识起着重要作用，所以如何将常识性的知识融入到问答系统中也值得深入研究；最后，如何更好的将机器学习结合深度模型来应用于问答系统，包括语义解析、信息检索与推理性问题等，这将是未来的研究趋势。
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**Overview the Research of Question-Answering System**
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**Abstract:** The paper first introduces the definition and history of the question and answer system, introduces the existing mainstream question and answer system, and analyzes its core technology and evaluation mechanism. Finally, it will look forward to the development trend and direction of the question and answer system.
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