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**Introducción**

La lengua de señas es una lengua natural, completa y compleja que utilizan las personas sordas para comunicarse. Es un sistema lingüístico que utiliza la expresión facial, los gestos y el movimiento de las manos para transmitir significados. El aprendizaje del lenguaje de señas puede ser un reto, ya que es una lengua diferente al español. Sin embargo, existen herramientas que pueden ayudar a facilitar el proceso de aprendizaje. Este proyecto tiene como objetivo desarrollar una aplicación que sirva para facilitar el aprendizaje del lenguaje de señas. La aplicación incluirá una variedad de recursos, como lecciones, ejercicios y juegos, que ayudarán a los usuarios a aprender los conceptos básicos de la lengua de señas. La aplicación utiliza animaciones para facilitar la visualización de los movimientos de los signos. Esto hace que la aplicación sea más fácil de usar y ayuda a los usuarios a aprender los signos de manera más efectiva. La aplicación está diseñada para ser accesible para personas de todos los niveles de conocimiento. Se utilizarán imágenes, videos y audio para ayudar a los usuarios a aprender los signos.

**Justificación**

La presente investigación se lleva a cabo con el objetivo de explorar y comprender los diversos usos y aplicaciones de la tecnología de la información, especialmente enfocados en mejorar la comunicación de las personas sordomudas con otros individuos. Este estudio se basa en la necesidad de abordar los desafíos de comunicación que enfrentan las personas con discapacidades auditivas y, al mismo tiempo, aprovechar el potencial de las tecnologías emergentes como Python, JavaScript (JS) y la Inteligencia Artificial (IA).

**Objetivos Generales:**

Facilitar la comunicación de las personas sordomudas mediante la implementación de un sistema que promueva el aprendizaje del lenguaje de señas hondureño.

**Objetivos Específicos:**

Desarrollar un sistema web interactivo que permita a los usuarios ingresar texto y genere animaciones que representen las palabras en lenguaje de señas hondureño.

Crear una base de datos de animaciones que representen una amplia variedad de palabras y frases en lenguaje de señas hondureño

Realizar investigaciones y pruebas para intentar desarrollar un modelo de inteligencia artificial (IA) capaz de reconocer las señas realizadas por los usuarios y proporcionar el significado de dichas señas.

Estos objetivos se centran en los propósitos amplios de facilitar la comunicación de las personas sordomudas y fomentar el aprendizaje del lenguaje de señas hondureño. Los objetivos específicos detallan las acciones concretas que se llevarán a cabo para alcanzar esos propósitos, incluyendo el desarrollo de un sistema interactivo y la creación de una base de datos de animaciones. También se reconoce explícitamente que el objetivo de crear un modelo de IA para el reconocimiento de señas es un intento y puede requerir esfuerzos adicionales en el futuro.

**1.6. Marco Sociohistórico**

En el contexto de la investigación centrada en mejorar la comunicación de las personas sordomudas y fomentar el aprendizaje del lenguaje de señas hondureño, es esencial comprender el marco sociohistórico que rodea a esta población y su interacción con la tecnología de la información.

Aspectos pertinentes para contextualizar el objeto de estudio:

**1.7. Marco Teórico**

El marco teórico de este proyecto se basa en conceptos clave relacionados con JavaScript, HTML, Inteligencia Artificial (IA) y redes neuronales. Estos elementos proporcionan las bases teóricas necesarias para el desarrollo de nuestro proyecto, que tiene como objetivo mejorar la comunicación de personas sordomudas y fomentar el aprendizaje del lenguaje de señas hondureño.

**JavaScript y HTML:**

JavaScript es un lenguaje de programación de alto nivel utilizado en el desarrollo web. Su principal función es agregar interactividad y dinamismo a las páginas web.

Una característica esencial de JavaScript es su capacidad para manipular el DOM (Document Object Model), que representa la estructura de un documento HTML en la memoria del navegador. Esto permite cambiar contenido, estilos y comportamiento de una página web después de que se ha cargado.

**Manipulación de Videos en JavaScript:**

JavaScript también permite la manipulación de videos en el navegador. Esto es esencial para nuestro proyecto, ya que estamos desarrollando un sistema que genera animaciones en lenguaje de señas.

El método srcObject se utiliza para establecer el origen de medios de un elemento de video en HTML. Esto permite cargar secuencias de video en tiempo real, como la salida de una cámara web o la reproducción de un video pregrabado por ejemplo nuestras animaciones.

El método play se utiliza para iniciar la reproducción de un video. Esto es esencial para que nuestro sistema reproduzca las animaciones de lenguaje de señas generadas.

Además, JavaScript ofrece la capacidad de detectar eventos, como el final de la reproducción de un video, utilizando el evento ended. Este evento se activa cuando un video alcanza su final, lo que es útil para controlar la reproducción y proporcionar retroalimentación adecuada.

**Inteligencia Artificial (IA) y Redes Neuronales:**

Las redes neuronales artificiales son modelos matemáticos inspirados en las neuronas biológicas del cerebro humano. En una red neuronal normal, cada neurona realiza operaciones matemáticas en los datos de entrada y produce una salida.

Estas redes suelen tener capas ocultas, que realizan cálculos intermedios para aprender y representar patrones en los datos. Además, las conexiones entre las neuronas de capas adyacentes son completas, lo que genera una gran cantidad de parámetros entrenadles.

Las redes neuronales convolucionales (CNN) están diseñadas para procesar datos estructurados en cuadrículas, como imágenes. Utilizan capas de convolución para capturar patrones espaciales en imágenes, como bordes y texturas.

La técnica de dropout se utiliza durante el entrenamiento de redes neuronales para evitar el sobreajuste. En cada iteración del entrenamiento, se apagan aleatoriamente un conjunto de neuronas en una capa con una probabilidad predefinida.

Transferencia de Aprendizaje: La transferencia de aprendizaje es una técnica en el aprendizaje automático que aprovecha modelos preen trenados en conjuntos de datos grandes para resolver tareas relacionadas. Esto implica reentrenar algunas capas finales del modelo preentrenado en lugar de comenzar desde cero. La transferencia de aprendizaje es valiosa cuando se tienen conjuntos de datos pequeños.

TensorFlow: TensorFlow es una biblioteca de código abierto desarrollada por Google para el aprendizaje automático e inteligencia artificial. Ofrece flexibilidad para construir y entrenar diversos modelos de aprendizaje profundo, incluyendo redes neuronales convolucionales y recurrentes. TensorFlow proporciona APIs en múltiples lenguajes y un ecosistema de herramientas.

Google Colab (Colaboratory): Google Colab es una plataforma en la nube que permite ejecutar código de Python, incluyendo TensorFlow, en máquinas virtuales proporcionadas por Google de forma gratuita. Ofrece acceso a GPUs y TPUs para acelerar el entrenamiento de modelos. Facilita la creación de cuadernos interactivos y la colaboración en tiempo real.

Git y GitHub (Control de Versiones): Git es un sistema de control de versiones ampliamente utilizado para rastrear cambios en el código fuente de proyectos. GitHub es una plataforma en línea que permite alojar y colaborar en proyectos utilizando Git. Estas herramientas son esenciales para el control de versiones y la colaboración eficiente en proyectos de desarrollo de software.

Este marco teórico proporciona una base sólida y completa de conocimientos para respaldar el desarrollo de nuestro proyecto. Las técnicas de transferencia de aprendizaje, el uso de TensorFlow, la plataforma Google Colab y las herramientas de control de versiones como Git y GitHub son esenciales para comprender cómo mejoraremos la comunicación y el aprendizaje del lenguaje de señas hondureño.

**1.9. Conclusiones**

Al finalizar este proyecto orientado a mejorar la comunicación de personas sordomudas y fomentar el aprendizaje del lenguaje de señas hondureño, se pueden extraer las siguientes conclusiones clave:

Generación de Animaciones de Lenguaje de Señas con Blender: Hemos logrado utilizar Blender para generar animaciones de lenguaje de señas para nuestra base de datos . Si bien esta es una contribución valiosa, es importante reconocer que representa un logro parcial en comparación con nuestros objetivos iniciales.

Integración de Tecnologías Clave: El proyecto ha demostrado la exitosa integración de tecnologías fundamentales como JavaScript, HTML y la manipulación de videos en el navegador para la reproducción de animaciones para reproducir animaciones de el mensaje ingresado por el usuario. Estas herramientas fueron esenciales para lograr el resultado alcanzado.

Desafíos en la IA y Sobreajuste: La implementación de un modelo de inteligencia artificial para el reconocimiento del lenguaje de señas se encontró con desafíos significativos, especialmente en relación con el sobreajuste de los modelos. A pesar de nuestros esfuerzos y la aplicación de diversas técnicas, no pudimos alcanzar un nivel de eficiencia satisfactorio.

Transferencia de Aprendizaje y TensorFlow: Se aplicó con éxito la técnica de transferencia de aprendizaje utilizando TensorFlow, lo que permitió aprovechar modelos preentrenados. Sin embargo, el persistente sobreajuste de los modelos representó una limitación importante en la aplicación práctica de esta tecnología.

Colaboración Eficiente: La utilización de Git y GitHub para el control de versiones y la colaboración en equipo demostró ser fundamental en la gestión del proyecto y la coordinación de esfuerzos.

En resumen, este proyecto ha logrado avances parciales en la mejora de la comunicación para personas sordomudas a través de la generación de animaciones de lenguaje de señas con Blender. Sin embargo, es importante reconocer que los desafíos en la implementación de una IA efectiva y el persistente sobreajuste de los modelos limitaron nuestros resultados. Este proyecto sienta las bases para futuras investigaciones y mejoras en este campo, destacando la complejidad de la tarea y la necesidad de un enfoque continuo en la accesibilidad y la inclusión.
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