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**Introduction**

Flow cytometry (FCM) is now the leading state-of-the-art sensor technology used in food quality control and medical diagnostics. In the past ten years major advances have occurred in the instruments used to record FCM data, allowing fine cell analysis of up to twenty parameters (Rosa 2003). However, the analysis of collected data relies heavily on intuition rather than on a unified statistical framework (Eudey 1996). The increased volume and complexity of flow cytometry data boosts the demand for reliable statistical methods and accompanying software implementations to complete the analysis and draw meaningful conclusions from the data (Braylan 2004; Lizard 2007).

The analysis of FCM data is generally comprised of two key components (a) gating, involving the identification of homogeneous cell populations, and (b) tagging, identification of correlations between characteristics of the identified cell populations. The gating stage of analysis is traditionally a manual process whereby a computer mouse is used to draw gates around a region of interest on a 2D representation of a pair of FCM variables. This manual gating process based primarily on expert knowledge (Bagwell 2004; Parks 1997; Suni 2003) is time-consuming, highly subjective and limits the reproducibility of later analysis. Furthermore, the restriction of a 2D graphical representation as the gating strategy for high-dimensional FCM data is highly error-prone, as unexplored variables may provide additional information not evident in the chosen pair of variables (Lo 2008).

The identification of sub-populations in a large population, where each sub-populations members share a particular function is known as clustering in the statistical literature. Gating in FCM hopes to find homogenous cell populations within a large cell population analyses by the technology, as such the statistical approaches to automating gating follow a clustering methodology. Several of the methods utilised frequently in statistical clustering have been applied to the area of FCM data analysis. The k-means algorithm and its extensions has been attempted extensively (Bakker Schut 1993; Wilkins 2001; Lugli 2010), however classical k-means methods only allow cells to belong to one cluster. This hard clustering approach is restrictive in nature, as such a fuzzy k-means approach allowing cells to belong to different clusters with an associated probability was proposed (Rousseeuw 1996). Of more importance is the clustering criterion used in these approaches, which can impact the shape, size and orientation of identified sub-populations, thus failing to identify true cluster shapes in FCM. Many authors have attempted to use supervised learning algorithms for the automated gating procedure, such as neural networks (Kothari 1996; Boddy 2000) and support vector machines (Morris 2001), however these approaches require training data which reverts the basis of the methodology to expert opinion. More recently, a model-based clustering (Fraley 2002) approach utilising t-mixtures has been developed (Lo 2008). While model-based clustering has become a state-of-art in clustering high-dimensional data its application to FCM is inappropriate regardless of the distributional properties utilised. It is restrictive in its nature as it models each sub-population using the same distribution with varying location and scale parameters. The shape, size and orientation of sub-populations in FCM analysis appear not to follow a distribution and as such tackling FCM gating with a non-distributional methodology seems appropriate.

**Our approach…**

**Materials and Methods**

***Data Description***

Two publicly available datasets will be used to demonstrate the application of the proposed methodology to FCM. The use of these two datasets follows the work

To demonstrate our proposed methodology for the automated gating of FCM data we have utilised two FCM datasets, one publicly available dataset (Gasparetto 2004) and one from the University of Limerick Life Sciences Department.

**The Rituximab dataset.** Flow cytometry analysis was used in a drug-screening experiment to identify compounds that would augment the activity of Rituximab. The NCI diversity set compound library was used to select 1600 compounds distributed into duplicate 96 well plates. Both plates were incubated overnight using Daudi lymphoma cell line. Rituximab was then added to one duplicate plate and both plates were incubated for an additional number of hours. The samples contained cells treated with the compounds, untreated control cells and cells treated only with Rituximab. The cells were incubated with BrdU to identify newly formed DNA during the culture period, and were stained with anti-BrdU and 7-AAD following the culture period. FCM analysis was then used to identify the proportion of cells in various cell cycles.

**The GvHD dataset.**

***Markov Random Fields***

The statistical modelling and analysis of image data Markov Random Fields

***Cluster Identification***

***Clustering on preselected subsets***

The gating of FCM data on the entire sample of cells measured is rarely done in practice. Instead an initial selection of cells of interest is identified by cell size and shape, allowing the removal of dead cells or the removal of measurement artefacts found within the data. A projection of forward light scatter (FSC) against sideward light scatter (SSC) can identify these basic cell characteristics, shape and size. As such, we follow the expert knowledge in this paper and initially gate the population of interest using FSC and SSC. Utilising the identified sub-populations we apply our gating methodology to the variables corresponding to fluorescent markers used in the experiment. While this is the standard approach of cytometry experts, our methodology is not restricted to this approach and can be applied to all measured variables.

**Results**

**Discussion**
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