> system/core/libutils/Looper.cpp

# TODO

C++源码调用图生成器实现: <https://segmentfault.com/a/1190000008314896>

Backtrace源码分析与使用

Native进程之Trace原理

<http://gityuan.com/2016/11/27/native-traces/>

可通过一条命令来获取指定Native进程的traces信息，例如输出pid=17529进程信息：

adb shell debuggerd -b 17529 //可指定进程pid

# Fastboot

Gfd

在Android的SDK中自带了fastboot，路径为

${SDK\_HOME}/platform-tools/fastboot

查看help:

usage: fastboot [ <option> ] <command>

commands:

update <filename> Reflash device from update.zip.

Sets the flashed slot as active.

flashall Flash boot, system, vendor, and --

if found -- recovery. If the device

supports slots, the slot that has

been flashed to is set as active.

Secondary images may be flashed to

an inactive slot.

flash <partition> [ <filename> ] Write a file to a flash partition.

flashing lock Locks the device. Prevents flashing.

flashing unlock Unlocks the device. Allows flashing

any partition except

bootloader-related partitions.

flashing lock\_critical Prevents flashing bootloader-related

partitions.

flashing unlock\_critical Enables flashing bootloader-related

partitions.

flashing get\_unlock\_ability Queries bootloader to see if the

device is unlocked.

flashing get\_unlock\_bootloader\_nonce Queries the bootloader to get the

unlock nonce.

flashing unlock\_bootloader <request> Issue unlock bootloader using request.

flashing lock\_bootloader Locks the bootloader to prevent

bootloader version rollback.

erase <partition> Erase a flash partition.

format[:[<fs type>][:[<size>]] <partition>

Format a flash partition. Can

override the fs type and/or size

the bootloader reports.

getvar <variable> Display a bootloader variable.

set\_active <slot> Sets the active slot. If slots are

not supported, this does nothing.

boot <kernel> [ <ramdisk> [ <second> ] ] Download and boot kernel.

flash:raw <bootable-partition> <kernel> [ <ramdisk> [ <second> ] ]

Create bootimage and flash it.

devices [-l] List all connected devices [with

device paths].

continue Continue with autoboot.

reboot [bootloader|emergency] Reboot device [into bootloader or emergency mode].

reboot-bootloader Reboot device into bootloader.

oem <parameter1> ... <parameterN> Executes oem specific command.

stage <infile> Sends contents of <infile> to stage for

the next command. Supported only on

Android Things devices.

get\_staged <outfile> Receives data to <outfile> staged by the

last command. Supported only on Android

Things devices.

help Show this help message.

options:

-w Erase userdata and cache (and format

if supported by partition type).

-u Do not erase partition before

formatting.

-s <specific device> Specify a device. For USB, provide either

a serial number or path to device port.

For ethernet, provide an address in the

form <protocol>:<hostname>[:port] where

<protocol> is either tcp or udp.

-c <cmdline> Override kernel commandline.

-i <vendor id> Specify a custom USB vendor id.

-b, --base <base\_addr> Specify a custom kernel base

address (default: 0x10000000).

--kernel-offset Specify a custom kernel offset.

(default: 0x00008000)

--ramdisk-offset Specify a custom ramdisk offset.

(default: 0x01000000)

--tags-offset Specify a custom tags offset.

(default: 0x00000100)

-n, --page-size <page size> Specify the nand page size

(default: 2048).

-S <size>[K|M|G] Automatically sparse files greater

than 'size'. 0 to disable.

--slot <slot> Specify slot name to be used if the

device supports slots. All operations

on partitions that support slots will

be done on the slot specified.

'all' can be given to refer to all slots.

'other' can be given to refer to a

non-current slot. If this flag is not

used, slotted partitions will default

to the current active slot.

-a, --set-active[=<slot>] Sets the active slot. If no slot is

provided, this will default to the value

given by --slot. If slots are not

supported, this does nothing. This will

run after all non-reboot commands.

--skip-secondary Will not flash secondary slots when

performing a flashall or update. This

will preserve data on other slots.

--skip-reboot Will not reboot the device when

performing commands that normally

trigger a reboot.

--disable-verity Set the disable-verity flag in the

the vbmeta image being flashed.

--disable-verification Set the disable-verification flag in the vbmeta image being flashed.

--wipe-and-use-fbe On devices which support it,

erase userdata and cache, and

enable file-based encryption

--unbuffered Do not buffer input or output.

--version Display version.

-h, --help show this message.

够长的，好多参数解释看得也不是很懂。

自己编译Android源码也会产生fastboot，路径为：

## fastboot --version

C:\Users\10288>fastboot --version

fastboot version 28.0.1-4986621

Installed as C:\Users\10288\AppData\Local\Android\Sdk\platform-tools\fastboot.exe

${OUT}/host/darwin-x86/bin/fastboot //Mac的编译结果在darwin-x86下

查看help:

usage: fastboot [ <option> ] <command>

commands:

update <filename> reflash device from update.zip

flashall flash boot + recovery + system

flash <partition> [ <filename> ] write a file to a flash partition

erase <partition> erase a flash partition

format <partition> format a flash partition

getvar <variable> display a bootloader variable

boot <kernel> [ <ramdisk> ] download and boot kernel

flash:raw boot <kernel> [ <ramdisk> ] create bootimage and flash it

devices list all connected devices

continue continue with autoboot

reboot reboot device normally

reboot-bootloader reboot device into bootloader

help show this help message

options:

-w erase userdata and cache (and format

if supported by partition type)

-u do not first erase partition before

formatting

-s <specific device> specify device serial number

or path to device port

-l with "devices", lists device paths

-p <product> specify product name

-c <cmdline> override kernel commandline

-i <vendor id> specify a custom USB vendor id

-b <base\_addr> specify a custom kernel base address. default: 0x10000000

-n <page size> specify the nand page size. default: 2048

-S <size>[K|M|G] automatically sparse files greater than

size. 0 to disable

两者还不太一样，好像自己编译的在功能上是SDK自带的子集。在源码中有fastboot相关的代码，正好研究一下。

## fastboot devices

我们使用fastboot的第一个有效命令(不算 fastboot -h)通常是fastboot devices，我们来跟踪一下：

if (argc > 0 && !strcmp(\*argv, "devices")) {

skip(1);

list\_devices();

return 0;

}

list\_devices:

void list\_devices(void) {

// We don't actually open a USB device here,

// just getting our callback called so we can

// list all the connected devices.

usb\_open(list\_devices\_callback);

}

usb\_open，不同操作系统有不同的实现，为了方便理解，我们分析Linux版本的实现(system/core/fastboot/usb\_linux.c)：

usb\_handle \*usb\_open(ifc\_match\_func callback)

{

return find\_usb\_device("/dev/bus/usb", callback);

}

find\_usb\_device:

static usb\_handle \*find\_usb\_device(const char \*base, ifc\_match\_func callback)

{

usb\_handle \*usb = 0;

char busname[64], devname[64];

char desc[1024];

int n, in, out, ifc;

DIR \*busdir, \*devdir;

struct dirent \*de;

int fd;

int writable;

busdir = opendir(base);

if(busdir == 0) return 0;

while((de = readdir(busdir)) && (usb == 0)) {

if(badname(de->d\_name)) continue;

sprintf(busname, "%s/%s", base, de->d\_name);

devdir = opendir(busname);

if(devdir == 0) continue;

// DBG("[ scanning %s ]\n", busname);

while((de = readdir(devdir)) && (usb == 0)) {

if(badname(de->d\_name)) continue;

sprintf(devname, "%s/%s", busname, de->d\_name);

// DBG("[ scanning %s ]\n", devname);

writable = 1;

if((fd = open(devname, O\_RDWR)) < 0) {

// Check if we have read-only access, so we can give a helpful

// diagnostic like "adb devices" does.

writable = 0;

if((fd = open(devname, O\_RDONLY)) < 0) {

continue;

}

}

n = read(fd, desc, sizeof(desc));

if(filter\_usb\_device(fd, desc, n, writable, callback,

&in, &out, &ifc) == 0) {

usb = calloc(1, sizeof(usb\_handle));

strcpy(usb->fname, devname);

usb->ep\_in = in;

usb->ep\_out = out;

usb->desc = fd;

n = ioctl(fd, USBDEVFS\_CLAIMINTERFACE, &ifc);

if(n != 0) {

close(fd);

free(usb);

usb = 0;

continue;

}

} else {

close(fd);

}

}

closedir(devdir);

}

closedir(busdir);

return usb;

}

循环读取/dev/bus/usb目录下及子目录中的信息，解析并使用filter\_usb\_device过滤，然后对fastboot模式的usb进行callback调用，至于如何过滤fastboot模式的usb，这里面涉及到usb相关的知识，我也不是很了解，应该是通过usb信息中的某个标识来识别的，屌大的同学可以给我讲讲。

对callback的调用：

if(callback(&info) == 0) {

\*ept\_in\_id = in;

\*ept\_out\_id = out;

\*ifc\_id = ifc->bInterfaceNumber;

return 0;

}

回到list\_devices\_callback:

int list\_devices\_callback(usb\_ifc\_info \*info)

{

if (match\_fastboot\_with\_serial(info, NULL) == 0) {

char\* serial = info->serial\_number;

if (!info->writable) {

serial = "no permissions"; // like "adb devices"

}

if (!serial[0]) {

serial = "????????????";

}

// output compatible with "adb devices"

if (!long\_listing) {

printf("%s\tfastboot\n", serial);

} else if (!info->device\_path) {

printf("%-22s fastboot\n", serial);

} else {

printf("%-22s fastboot %s\n", serial, info->device\_path);

}

}

return -1;

}

其实就是输出连接的设备信息，假如是long\_listing，会把device\_path也输出来，long\_listing通过 -l指定：

$ fastboot devices -l

01d977445292ca8c fastboot usb:337838080X

## fastboot -w flashall

在刷机的时候，通常使用fastboot -w flashall，先看看-w:

case 'w':

wants\_wipe = 1;

break;

...

if (wants\_wipe) {

fb\_queue\_erase("userdata");

fb\_queue\_format("userdata", 1);

fb\_queue\_erase("cache");

fb\_queue\_format("cache", 1);

}

带上这个选项，会清除userdata和cache中的内容。  
再看看flashall:

### flashall

else if(!strcmp(\*argv, "flashall")) {

skip(1);

do\_flashall(usb, erase\_first);

wants\_reboot = 1;

}

### do\_flashall:

void do\_flashall(usb\_handle \*usb, int erase\_first)

{

char \*fname;

void \*data;

unsigned sz;

struct fastboot\_buffer buf;

int i;

queue\_info\_dump();

fb\_queue\_query\_save("product", cur\_product, sizeof(cur\_product));

fname = find\_item("info", product);

if (fname == 0) die("cannot find android-info.txt");

data = load\_file(fname, &sz);

if (data == 0) die("could not load android-info.txt: %s", strerror(errno));

setup\_requirements(data, sz);

for (i = 0; i < ARRAY\_SIZE(images); i++) {

fname = find\_item(images[i].part\_name, product);

if (load\_buf(usb, fname, &buf)) {

if (images[i].is\_optional)

continue;

die("could not load %s\n", images[i].img\_name);

}

do\_send\_signature(fname);

if (erase\_first && needs\_erase(images[i].part\_name)) {

fb\_queue\_erase(images[i].part\_name);

}

flash\_buf(images[i].part\_name, &buf);

}

}

find\_item:

char \*find\_item(const char \*item, const char \*product)

{

char \*dir;

char \*fn;

char path[PATH\_MAX + 128];

if(!strcmp(item,"boot")) {

fn = "boot.img";

} else if(!strcmp(item,"recovery")) {

fn = "recovery.img";

} else if(!strcmp(item,"system")) {

fn = "system.img";

} else if(!strcmp(item,"userdata")) {

fn = "userdata.img";

} else if(!strcmp(item,"cache")) {

fn = "cache.img";

} else if(!strcmp(item,"info")) {

fn = "android-info.txt";

} else {

fprintf(stderr,"unknown partition '%s'\n", item);

return 0;

}

if(product) {

get\_my\_path(path);

sprintf(path + strlen(path),

"../../../target/product/%s/%s", product, fn);

return strdup(path);

}

dir = getenv("ANDROID\_PRODUCT\_OUT");

if((dir == 0) || (dir[0] == 0)) {

die("neither -p product specified nor ANDROID\_PRODUCT\_OUT set");

return 0;

}

sprintf(path, "%s/%s", dir, fn);

return strdup(path);

}

会根据环境变量ANDROID\_PRODUCT\_OUT指定的目录下去找相关的文件，这里是android-info.txt。我们在刷机的时候，如果报找不到img文件时，需要设置ANDROID\_PRODUCT\_OUT就是这个原因。

接下来就是找相关的img文件，然后刷：

static struct {

char img\_name[13];

char sig\_name[13];

char part\_name[9];

bool is\_optional;

} images[3] = {

{"boot.img", "boot.sig", "boot", false},

{"recovery.img", "recovery.sig", "recovery", true},

{"system.img", "system.sig", "system", false},

};

...

for (i = 0; i < ARRAY\_SIZE(images); i++) {

fd = unzip\_to\_file(zip, images[i].img\_name);

if (fd < 0) {

if (images[i].is\_optional)

continue;

die("update package missing %s", images[i].img\_name);

}

rc = load\_buf\_fd(usb, fd, &buf);

if (rc) die("cannot load %s from flash", images[i].img\_name);

do\_update\_signature(zip, images[i].sig\_name);

if (erase\_first && needs\_erase(images[i].part\_name)) {

fb\_queue\_erase(images[i].part\_name);

}

flash\_buf(images[i].part\_name, &buf);

/\* not closing the fd here since the sparse code keeps the fd around

\* but hasn't mmaped data yet. The tmpfile will get cleaned up when the

\* program exits.

\*/

}

可以看到，flashall的时候，会批量刷入boot.img、recovery.img、system.img，其中recovery.img是可选刷入的。

其中load\_buf\_fd将解压的文件load到buf中。  
flash\_buf:

static void flash\_buf(const char \*pname, struct fastboot\_buffer \*buf)

{

struct sparse\_file \*\*s;

switch (buf->type) {

case FB\_BUFFER\_SPARSE:

s = buf->data;

while (\*s) {

int64\_t sz64 = sparse\_file\_len(\*s, true, false);

fb\_queue\_flash\_sparse(pname, \*s++, sz64);

}

break;

case FB\_BUFFER:

fb\_queue\_flash(pname, buf->data, buf->sz);

break;

default:

die("unknown buffer type: %d", buf->type);

}

}

fb\_queue\_flash和fb\_queue\_flash\_sparse：

void fb\_queue\_flash(const char \*ptn, void \*data, unsigned sz)

{

Action \*a;

a = queue\_action(OP\_DOWNLOAD, "");

a->data = data;

a->size = sz;

a->msg = mkmsg("sending '%s' (%d KB)", ptn, sz / 1024);

a = queue\_action(OP\_COMMAND, "flash:%s", ptn);

a->msg = mkmsg("writing '%s'", ptn);

}

void fb\_queue\_flash\_sparse(const char \*ptn, struct sparse\_file \*s, unsigned sz)

{

Action \*a;

a = queue\_action(OP\_DOWNLOAD\_SPARSE, "");

a->data = s;

a->size = 0;

a->msg = mkmsg("sending sparse '%s' (%d KB)", ptn, sz / 1024);

a = queue\_action(OP\_COMMAND, "flash:%s", ptn);

a->msg = mkmsg("writing '%s'", ptn);

}

queue\_action:

static Action \*queue\_action(unsigned op, const char \*fmt, ...)

{

Action \*a;

va\_list ap;

size\_t cmdsize;

a = calloc(1, sizeof(Action));

if (a == 0) die("out of memory");

va\_start(ap, fmt);

cmdsize = vsnprintf(a->cmd, sizeof(a->cmd), fmt, ap);

va\_end(ap);

if (cmdsize >= sizeof(a->cmd)) {

free(a);

die("Command length (%d) exceeds maximum size (%d)", cmdsize, sizeof(a->cmd));

}

if (action\_last) {

action\_last->next = a;

} else {

action\_list = a;

}

action\_last = a;

a->op = op;

a->func = cb\_default;

a->start = -1;

return a;

}

其实就是将对应命令和数据放入到action\_last链表中。那肯定有另外一个地方对这个链表进行真正的操作。  
fb\_execute\_queue：

int fb\_execute\_queue(usb\_handle \*usb)

{

Action \*a;

char resp[FB\_RESPONSE\_SZ+1];

int status = 0;

a = action\_list;

if (!a)

return status;

resp[FB\_RESPONSE\_SZ] = 0;

double start = -1;

for (a = action\_list; a; a = a->next) {

a->start = now();

if (start < 0) start = a->start;

if (a->msg) {

// fprintf(stderr,"%30s... ",a->msg);

fprintf(stderr,"%s...\n",a->msg);

}

if (a->op == OP\_DOWNLOAD) {

status = fb\_download\_data(usb, a->data, a->size);

status = a->func(a, status, status ? fb\_get\_error() : "");

if (status) break;

} else if (a->op == OP\_COMMAND) {

status = fb\_command(usb, a->cmd);

status = a->func(a, status, status ? fb\_get\_error() : "");

if (status) break;

} else if (a->op == OP\_QUERY) {

status = fb\_command\_response(usb, a->cmd, resp);

status = a->func(a, status, status ? fb\_get\_error() : resp);

if (status) break;

} else if (a->op == OP\_NOTICE) {

fprintf(stderr,"%s\n",(char\*)a->data);

} else if (a->op == OP\_FORMAT) {

status = fb\_format(a, usb, (int)a->data);

status = a->func(a, status, status ? fb\_get\_error() : "");

if (status) break;

} else if (a->op == OP\_DOWNLOAD\_SPARSE) {

status = fb\_download\_data\_sparse(usb, a->data);

status = a->func(a, status, status ? fb\_get\_error() : "");

if (status) break;

} else {

die("bogus action");

}

}

fprintf(stderr,"finished. total time: %.3fs\n", (now() - start));

return status;

}

fb\_download\_data:

int fb\_download\_data(usb\_handle \*usb, const void \*data, unsigned size)

{

char cmd[64];

int r;

sprintf(cmd, "download:%08x", size);

r = \_command\_send(usb, cmd, data, size, 0);

if(r < 0) {

return -1;

} else {

return 0;

}

}

\_command\_send:

static int \_command\_send(usb\_handle \*usb, const char \*cmd,

const void \*data, unsigned size,

char \*response)

{

int r;

if (size == 0) {

return -1;

}

r = \_command\_start(usb, cmd, size, response);

if (r < 0) {

return -1;

}

r = \_command\_data(usb, data, size);

if (r < 0) {

return -1;

}

r = \_command\_end(usb);

if(r < 0) {

return -1;

}

return size;

}

\_command\_start:

static int \_command\_start(usb\_handle \*usb, const char \*cmd, unsigned size,

char \*response)

{

int cmdsize = strlen(cmd);

int r;

if(response) {

response[0] = 0;

}

if(cmdsize > 64) {

sprintf(ERROR,"command too large");

return -1;

}

if(usb\_write(usb, cmd, cmdsize) != cmdsize) {

sprintf(ERROR,"command write failed (%s)", strerror(errno));

usb\_close(usb);

return -1;

}

return check\_response(usb, size, response);

}

usb\_write(system/core/fastboot/usb\_linux.c):

int usb\_write(usb\_handle \*h, const void \*\_data, int len)

{

unsigned char \*data = (unsigned char\*) \_data;

unsigned count = 0;

struct usbdevfs\_bulktransfer bulk;

int n;

if(h->ep\_out == 0) {

return -1;

}

if(len == 0) {

bulk.ep = h->ep\_out;

bulk.len = 0;

bulk.data = data;

bulk.timeout = 0;

n = ioctl(h->desc, USBDEVFS\_BULK, &bulk);

if(n != 0) {

fprintf(stderr,"ERROR: n = %d, errno = %d (%s)\n",

n, errno, strerror(errno));

return -1;

}

return 0;

}

while(len > 0) {

int xfer;

xfer = (len > MAX\_USBFS\_BULK\_SIZE) ? MAX\_USBFS\_BULK\_SIZE : len;

bulk.ep = h->ep\_out;

bulk.len = xfer;

bulk.data = data;

bulk.timeout = 0;

n = ioctl(h->desc, USBDEVFS\_BULK, &bulk);

if(n != xfer) {

DBG("ERROR: n = %d, errno = %d (%s)\n",

n, errno, strerror(errno));

return -1;

}

count += xfer;

len -= xfer;

data += xfer;

}

return count;

}

这里就是将内容写入到usb\_handle对应的usb设备中。这样我们的数据就通过usb写入到设备中了，而在设备中，有对应的usb驱动程序来处理写过去的数据。对于设备如何处理写过去的数据，我并没有搜索到相关的代码，也许在厂商的驱动程序里面，同样，屌大的同学可以给我讲讲。

## fastboot flash xxx xxx.img

fastboot flash vendor xxx.img

有时候我们只刷单个的img，使用的命令是fastboot flash xxx xxx.img，也来看看吧：

else if(!strcmp(\*argv, "flash")) {

char \*pname = argv[1];

char \*fname = 0;

require(2);

if (argc > 2) {

fname = argv[2];

skip(3);

} else {

fname = find\_item(pname, product);

skip(2);

}

if (fname == 0) die("cannot determine image filename for '%s'", pname);

if (erase\_first && needs\_erase(pname)) {

fb\_queue\_erase(pname);

}

do\_flash(usb, pname, fname);

}

do\_flash:

void do\_flash(usb\_handle \*usb, const char \*pname, const char \*fname)

{

struct fastboot\_buffer buf;

if (load\_buf(usb, fname, &buf)) {

die("cannot load '%s'", fname);

}

flash\_buf(pname, &buf);

}

同样的是将数据load到buf，然后调用flash\_buf，flash\_buf前面已经分析过了，就不再复述。

## 情景四：

在help中，我们看到这个：

boot <kernel> [ <ramdisk> ] download and boot kernel

貌似对boot镜像有特别的处理，跟踪一下：

else if(!strcmp(\*argv, "boot")) {

char \*kname = 0;

char \*rname = 0;

skip(1);

if (argc > 0) {

kname = argv[0];

skip(1);

}

if (argc > 0) {

rname = argv[0];

skip(1);

}

data = load\_bootable\_image(kname, rname, &sz, cmdline);

if (data == 0) return 1;

fb\_queue\_download("boot.img", data, sz);

fb\_queue\_command("boot", "booting");

}

其中，第一个参数为kernel文件名，第二个参数为ramdisk文件名(可选的)。

load\_bootable\_image:

void \*load\_bootable\_image(const char \*kernel, const char \*ramdisk,

unsigned \*sz, const char \*cmdline)

{

void \*kdata = 0, \*rdata = 0;

unsigned ksize = 0, rsize = 0;

void \*bdata;

unsigned bsize;

if(kernel == 0) {

fprintf(stderr, "no image specified\n");

return 0;

}

kdata = load\_file(kernel, &ksize);

if(kdata == 0) {

fprintf(stderr, "cannot load '%s': %s\n", kernel, strerror(errno));

return 0;

}

/\* is this actually a boot image? \*/

if(!memcmp(kdata, BOOT\_MAGIC, BOOT\_MAGIC\_SIZE)) {

if(cmdline) bootimg\_set\_cmdline((boot\_img\_hdr\*) kdata, cmdline);

if(ramdisk) {

fprintf(stderr, "cannot boot a boot.img \*and\* ramdisk\n");

return 0;

}

\*sz = ksize;

return kdata;

}

if(ramdisk) {

rdata = load\_file(ramdisk, &rsize);

if(rdata == 0) {

fprintf(stderr,"cannot load '%s': %s\n", ramdisk, strerror(errno));

return 0;

}

}

fprintf(stderr,"creating boot image...\n");

bdata = mkbootimg(kdata, ksize, kernel\_offset,

rdata, rsize, ramdisk\_offset,

0, 0, second\_offset,

page\_size, base\_addr, tags\_offset, &bsize);

if(bdata == 0) {

fprintf(stderr,"failed to create boot.img\n");

return 0;

}

if(cmdline) bootimg\_set\_cmdline((boot\_img\_hdr\*) bdata, cmdline);

fprintf(stderr,"creating boot image - %d bytes\n", bsize);

\*sz = bsize;

return bdata;

}

先通过load\_file将kernel加载到内存中，如果发现其魔数是ANDROID!，代表其已经是打包好的boot.img文件(包含了kernel和ramdisk)，这种情况下就忽略对ramdisk的处理。  
不然的话，就将ramdisk也加载到内存，并使用mkbootimg将二者打包成boot.img格式的数据。  
然后将这个打包好的数据，写入的usb中，指定要刷的目标为boot.img。

所以，这个命令可以有两种用法：

1.

fastboot boot boot.img

2.

fastboot boot kernel ramdisk //会先打包成boot.img

另外，可以看到，在使用mkbootimg时，用到了很多参数，很多参数是可以通过特定选项指定的，比如kernel\_offset用-k:

case 'k':

kernel\_offset = strtoul(optarg, 0, 16);

## 情景五

类似的flash:raw:

else if(!strcmp(\*argv, "flash:raw")) {

char \*pname = argv[1];

char \*kname = argv[2];

char \*rname = 0;

require(3);

if(argc > 3) {

rname = argv[3];

skip(4);

} else {

skip(3);

}

data = load\_bootable\_image(kname, rname, &sz, cmdline);

if (data == 0) die("cannot load bootable image");

fb\_queue\_flash(pname, data, sz);

}

和fastboot boot类似，先将kernel和ramdisk打包，在刷入，这里的不同是，你需要指定pname，即boot，使用方式如下：

fastboot flash:raw boot kernel ramdisk

## 总结

至此，重要的几个命令分析清楚了，即通过fastboot协议，将数据写入到usb中。感觉完整的整个过程，需要再分析一下设备上的usb驱动接收到数据后的处理过程。但暂时没有相关的代码可以分析，先到此为止。

## 参考

[Android Fastboot源码分析](https://www.jianshu.com/p/e3342b5e5581)

# Libnativeloader

### 加载so异常分析

报错信息

具体报错的信息如下：

01-01 02:17:24.222 7475 7475 E linker : library "/system/lib64/libhaha\_utils.so" ("/system/lib64/libhaha\_utils.so") needed or dl

opened by "/system/lib64/libnativeloader.so" is not accessible for the namespace: [name="classloader-namespace", ld\_library\_paths

="", default\_library\_paths="/system/fake-libs64:/data/app/com.example.haha-1/base.apk!/lib/arm64-v8a", permitted\_paths="/dat

a:/mnt/expand:/data/data/com.example.haha"]

01-01 02:17:24.223 7475 7475 E System : java.lang.UnsatisfiedLinkError: dlopen failed: library "/system/lib64/libhaha\_utils.so"

needed or dlopened by "/system/lib64/libnativeloader.so" is not accessible for the namespace "classloader-namespace"

大概的意思就是应用nativeloader打不开libhaha\_utils.so这个so库了，就崩溃了！！好残忍。

#### 分析

Android N 版本有个新feature，就是普通应用不能直接引用系统的一些so库了，只能直接引用public.libraries.txt文件中过滤的so库。这个网址有介绍怎么处理。  
[https://source.android.com/devices/tech/config/namespaces\_libraries](https://link.jianshu.com?t=https:/source.android.com/devices/tech/config/namespaces_libraries)  
具体情况是这样的：我有一个系统权限的apk，这个apk会编译出一些so库放在system/lib目录下面，刚刷机这个apk是可以引用到这些so库的，但我调试的时候直接install这个apk，运行的时候居然直接挂了！！

libhaha\_utils.so这个库是用我用Android.mk编译后放在system/lib64下面的。但现在打不开了。  
为啥呢？  
因为/system/lib64/不在APK查找so库的合法路径啊，合法路径有啥呢？  
上面log就有说明啦。下面三个路径都没有找到libhaha\_utils.so库，所以就挂了。  
ld\_library\_paths="",  
default\_library\_paths="/system/fake-libs64:/data/app/com.example.haha-1/base.apk!/lib/arm64-v8a", permitted\_paths="/data:/mnt/expand:/data/data/com.example.haha

#### 二.为啥刚刷机时APK可以用，Install这个apk后就不能用了呢？

这个apk可是系统权限的哟，就是apk的清单AndroidManifest中有下面一句android:sharedUserId="android.uid.system"

正常来说，这种高端apk的permitted\_paths是包含system/lib64的，从源码可以知道  
/[frameworks](https://link.jianshu.com?t=http:/androidxref.com/7.1.1_r6/xref/frameworks/)/[base](https://link.jianshu.com?t=http:/androidxref.com/7.1.1_r6/xref/frameworks/base/)/[core](https://link.jianshu.com?t=http:/androidxref.com/7.1.1_r6/xref/frameworks/base/core/)/[java](https://link.jianshu.com?t=http:/androidxref.com/7.1.1_r6/xref/frameworks/base/core/java/)/[android](https://link.jianshu.com?t=http:/androidxref.com/7.1.1_r6/xref/frameworks/base/core/java/android/)/[app](https://link.jianshu.com?t=http:/androidxref.com/7.1.1_r6/xref/frameworks/base/core/java/android/app/)/[LoadedApk.java](https://link.jianshu.com?t=http:/androidxref.com/7.1.1_r6/xref/frameworks/base/core/java/android/app/LoadedApk.java)

//如果是系统apk并且没有升级过

final boolean isBundledApp = mApplicationInfo.isSystemApp()

&& !mApplicationInfo.isUpdatedSystemApp();

String libraryPermittedPath = mDataDir;

if (isBundledApp) { //permitted\_paths就增加system/lib64

// This is necessary to grant bundled apps access to

// libraries located in subdirectories of /system/lib

libraryPermittedPath += File.pathSeparator +

System.getProperty("java.library.path");

}

看上面的注释就知道啦，如果是系统apk并且没有升级过的话，so库的搜索路径就会增加一个system/lib64。我去，google搞啥呢，为什么还要限定不能升级。  
因为install -r来安装apk就相当于升级，所以刷机时apk可以用，install升级后不能用。

### 解决办法

应用可以调用/vendor/etc/public.libraries.txt和/system/etc/public.libraries.txt里面的所有so库，所以哥往这个文件写入libhaha\_utils.so，这个库就变成共用的了，任意应用就可以找到这个so库了，终于可以欢快地使用install apk的方式调试啦！！再也不用重启了！！

在下面的几个目录中，可能都存在public.libraries.txt文件，这个文件中的so表示是公有的。任何应用都可以加载。

/etc/public.libraries.txt

/system/etc/public.libraries.txt

/vendor/etc/public.libraries.txt

这些不同的文件，对应了不同路径下的so。

## public.libraries.txt原理

调用的呢？大概过下流程罗。

### jint JNI\_CreateJavaVM

首先在创建一个虚拟机的时候，初始化NativeLoader，这个NativeLoader，顾名思义，就是用来装载so库的。  
/[art](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fart%2F)/[runtime](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fart%2Fruntime%2F)/ [java\_vm\_ext.cc](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fart%2Fruntime%2Fjava_vm_ext.cc)

1 extern "C" jint JNI\_CreateJavaVM(JavaVM\*\* p\_vm, JNIEnv\*\* p\_env, void\* vm\_args) {

2 ................

3 // Initialize native loader. This step makes sure we have

4 // everything set up before we start using JNI.

5 android::InitializeNativeLoader();

6 ..............

7 }

 然后进入native\_loader，进行初始化

### native\_loader

/[system](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2F)/[core](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2Fcore%2F)/[libnativeloader](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2Fcore%2Flibnativeloader%2F)/[native\_loader.cpp](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2Fcore%2Flibnativeloader%2Fnative_loader.cpp)

1 static LibraryNamespaces\* g\_namespaces = new LibraryNamespaces;

2

3 void InitializeNativeLoader() {

4 g\_namespaces->Initialize();

5 }

### LibraryNamespaces类的Initialize

初始化是调用LibraryNamespaces类的Initialize完成公共so库的赋值，哈哈哈，搞定！！

1 void Initialize() {

2 ..................

3 std::vector<std::string> sonames;

4 ReadConfig(public\_native\_libraries\_system\_config, &sonames, &error\_msg),

5 ReadConfig(kPublicNativeLibrariesVendorConfig, &sonames);

6 public\_libraries\_ = base::Join(sonames, ‘:‘);

7 .............

8 }

/[system](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2F)/[core](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2Fcore%2F)/[libnativeloader](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2Fcore%2Flibnativeloader%2F)/[native\_loader.cpp](https://link.juejin.im/?target=http%3A%2F%2Fandroidxref.com%2F7.1.1_r6%2Fxref%2Fsystem%2Fcore%2Flibnativeloader%2Fnative_loader.cpp)  
在LibraryNamespaces类的Initialize()会读取这个文件，将so库设置为公共so库，所谓公共so库，就是这个so库谁都能用。

**static constexpr const char**\* kPublicNativeLibrariesSystemConfigPathFromRoot =  
 **"/etc/public.libraries.txt"**;  
**static constexpr const char**\* kPublicNativeLibrariesVendorConfig =  
 **"/vendor/etc/public.libraries.txt"**;

std::string root\_dir = android\_root\_env != **nullptr** ? android\_root\_env : **"/system"**;  
std::string public\_native\_libraries\_system\_config =  
 root\_dir + kPublicNativeLibrariesSystemConfigPathFromRoot;

std::string error\_msg;  
LOG\_ALWAYS\_FATAL\_IF(!ReadConfig(public\_native\_libraries\_system\_config, &sonames, &error\_msg),  
 **"Error reading public native library list from \"%s\": %s"**,  
 public\_native\_libraries\_system\_config.c\_str(), error\_msg.c\_str());

### ReadConfig

总结：  
1.Android N 不能直接调用系统的一些私有库了，公用的库都定义在public.libraries.txt里面。  
2.系统应用刚刷机是能够调用system/lib64下的库，但通过install升级该应用时，应用打开会挂。因为升级后permitted\_paths就不再包含system/lib64了。所以我们可以将apk要用到的库名称写到public.libraries.txt中去解决快速调试问题。

not accessible for the namespace "classloader-namespace"

crash info--------------------------------

java.lang.UnsatisfiedLinkError: dlopen failed: library "/system/lib64/libAppUpgradeLink.so" needed or dlopened by "/system/lib64/libnativeloader.so" is not accessible for the namespace "classloader-namespace"

at java.lang.Runtime.loadLibrary0(Runtime.java:989)

at java.lang.System.loadLibrary(System.java:1562)

at com.dpad.core.data.DpadLinkUtil.<clinit>(DpadLinkUtil.java:6)

## 参考

android N : UnsatisfiedLinkError 只能访问设置为公用库的so库

<http://www.bubuko.com/infodetail-2711663.html>

分析得比较深入

https://blog.csdn.net/yang542397/article/details/88103951

# Libutils

## 打印堆栈CallStack

### 为什么要打印函数调用堆栈

打印调用堆栈可以直接把问题发生时的函数调用关系打出来，非常有利于理解函数调用关系。比如函数A可能被B/C/D调用，如果只看代码，B/C/D谁调用A都有可能，如果打印出调用堆栈，直接就把谁调的打出来了。

不仅如此，打印函数调用堆栈还有另一个好处。在Android代码里，函数命名很多雷同的，虚函数调用，几个类里的函数名相同等，即使用source insight工具看也未必容易看清函数调用关系。如果用了堆栈打印，很容易看到函数调用逻辑。

那么一个问题来了，Android/kernel本身在发生问题(kernel panic, tombstone, …)时，都可以打出详细的堆栈信息，这里干嘛还要费劲研究打堆栈？答案是发生问题时的堆栈的确很详细，但这里研究的是不影响(准确说是基本不影响)系统运行的境况下，打印出某个情形下的堆栈信息，这个对源代码逻辑研究很有帮助。

### 如何调用

#### Linux Kernel

Kernel里最简单，直接有几现成的函数可以使用：

dump\_stack() 这个函数打出当前堆栈和函数调用backtrace后接着运行

WARN\_ON(x) 这个函数跟dump\_stack很像，它有个条件，如果条件满足了就把stack打出来。

打印出来的结果都在kernel log里，一般dmesg命令就可以看到了

#### Native C++

Android在新版(至少5.0, 6.0)里加入了CallStack类，这个类可以打出当前的backtrace。用法很简单：

* 前面确保包含头文件#include <utils/CallStack.h>
* Android.mk的库依赖列表(LOCAL\_SHARED\_LIBRARIES)里包含libutils，一般都已经包含了。
* 然后在要打印堆栈处加入android::CallStack cs("haha");

"haha"是在logcat输出的TAG，这里可以自己定义。如果上下文已经在android namespace里，”android::”前缀就不必加了。

Native C++的输出log可以在logcat里看到。

注意，错误用法，在新版Android里编译不过，在网上的一些文档里说要这么用：

CallStack stack;

stack.update();

stack.dump();

#### Native C

Android对C的堆栈打印支持不太好。一个简单方法是用C语言调C++的函数，对，就是extern “C”。

1.先在项目里加入一个c++文件，比如mycallstack.cpp，里面是：

#include <utils/CallStack.h>

extern "C" void dumping\_callstack(void);

void dumping\_callstack(void)

{

android::CallStack cs("haha");

}

2.在项目里再加入一个c++的头文件，比如mycallstack.h，里面是：

void dumping\_callstack(void);

3.在Android.mk里源文件列表LOCAL\_SRC\_FILES里加入callstack.cpp，确保libutils在依赖列表里。

4.在native C里include callstack.h后直接调用dumping\_callstack()就可以了。

这个log也可以在logcat里看到。

过时方法，新版Android上libcorkscrew已经被拿掉了，网上的加载libcorkscrew库的方法自然就不能用了。过去网上的文章一般是推荐libcorkscrew.so，并加入大段代码来unwind\_backtrace已经不可行了。。

#### Java

Java最简单，它的backtrace最详细，连文件名和行号都打出来了:

Exception e = new Exception("haha");

e.printStackTrace();

log在logcat里看以看到。

???

### 如何查看

Log级别

### 源码分析

#### CallStack

CallStack(const char\* logtag, int32\_t ignoreDepth=1);

this->update(ignoreDepth+1);

this->log(logtag);

#### update

void CallStack::update(int32\_t ignoreDepth, pid\_t tid) {

mFrameLines.clear();

std::unique\_ptr<Backtrace> backtrace(Backtrace::Create(BACKTRACE\_CURRENT\_PROCESS, tid));

if (!backtrace->Unwind(ignoreDepth)) {

ALOGW("%s: Failed to unwind callstack.", \_\_FUNCTION\_\_);

}

for (size\_t i = 0; i < backtrace->NumFrames(); i++) {

mFrameLines.push\_back(String8(backtrace->FormatFrameData(i).c\_str()));

}

#### log

void CallStack::log(const char\* logtag, android\_LogPriority priority, const char\* prefix) const {

LogPrinter printer(logtag, priority, prefix, /\*ignoreBlankLines\*/false);

print(printer);

}

在Android framework的C++层或其他C++服务中需要打印调用栈时，可以使用android中的CallStack类进行打印，该类的实现如下：

#### print

void CallStack::print(Printer& printer) const {

for (size\_t i = 0; i < mFrameLines.size(); i++) {

printer.printLine(mFrameLines[i]);

}

}

//TODO

[Android 平台 Native 代码的崩溃捕获机制及实现](https://my.oschina.net/bugly/blog/1354954)

[JNI中如何打印Call Stack](https://blog.csdn.net/xxooyc/article/details/51001345)

[Android下打印调试堆栈方法](https://blog.csdn.net/freshui/article/details/9456889)

### REF

[Android C++层打印调用](https://blog.csdn.net/smilefyx/article/details/54896758)栈

[Android下面打印进程函数调用堆栈(dump backtrace)的方法](https://www.cnblogs.com/CoderTian/p/6149332.html)

## 消息循环机制

# Libcutils

## private/android\_filesystem\_config.h

#define AID\_APP 10000 */\** ***TODO: switch users over to AID\_APP\_START \*/***#define AID\_APP\_START 10000 */\* first app user \*/*#define AID\_APP\_END 19999 */\* last app user \*/*

system/core/libcutils/

## multiuser.c

appid\_t multiuser\_get\_app\_id(uid\_t uid) {  
 **return** uid % AID\_USER\_OFFSET;  
}

system/core/libcutils/include/private/android\_filesystem\_config.h

#define AID\_USER\_OFFSET 100000 */\* offset for uid ranges for each user \*/*

## Trace原理

system/core/libcutils/trace-dev.c

使用方法

bool SurfaceFlinger::handleMessageInvalidate() {

ATRACE\_CALL();

return handlePageFlip();

}

**ATRACE\_CALL()**为开始标记，这就开始trace该函数了，本着习性，必然得去追一下code，记录一下，这个宏定义在 \system\core\include\utils\Trace.h 中：

### ATRACE\_CALL()展开

#define ATRACE\_NAME(name) android::ScopedTrace \_\_\_tracer(ATRACE\_TAG, name)  
*// ATRACE\_CALL is an ATRACE\_NAME that uses the current function name.*#define ATRACE\_CALL() ATRACE\_NAME(\_\_FUNCTION\_\_)  
  
**namespace** android {  
  
**class** ScopedTrace {  
**public**:  
**inline** ScopedTrace(uint64\_t tag, **const char**\* name)  
 : mTag(tag) {  
 atrace\_begin(mTag,name);  
}  
  
**inline** ~ScopedTrace() {  
 atrace\_end(mTag);  
}  
  
**private**:  
 uint64\_t mTag;  
};  
  
};

最终展开android::ScopedTrace \_\_\_tracer(ATRACE\_TAG, “handleMessageInvalidate”)

### TAG类型

定义在 \system\core\include\cutils\trace.h 中：

看下TAG类型：

#define ATRACE\_TAG\_NEVER 0 *// This tag is never enabled.*#define ATRACE\_TAG\_ALWAYS (1<<0) *// This tag is always enabled.*#define ATRACE\_TAG\_GRAPHICS (1<<1)  
#define ATRACE\_TAG\_INPUT (1<<2)  
#define ATRACE\_TAG\_VIEW (1<<3)  
#define ATRACE\_TAG\_WEBVIEW (1<<4)  
#define ATRACE\_TAG\_WINDOW\_MANAGER (1<<5)  
#define ATRACE\_TAG\_ACTIVITY\_MANAGER (1<<6)  
#define ATRACE\_TAG\_SYNC\_MANAGER (1<<7)  
#define ATRACE\_TAG\_AUDIO (1<<8)  
#define ATRACE\_TAG\_VIDEO (1<<9)  
#define ATRACE\_TAG\_CAMERA (1<<10)  
#define ATRACE\_TAG\_HAL (1<<11)  
#define ATRACE\_TAG\_APP (1<<12)  
#define ATRACE\_TAG\_RESOURCES (1<<13)  
#define ATRACE\_TAG\_DALVIK (1<<14)  
#define ATRACE\_TAG\_RS (1<<15)  
#define ATRACE\_TAG\_BIONIC (1<<16)  
#define ATRACE\_TAG\_POWER (1<<17)  
#define ATRACE\_TAG\_PACKAGE\_MANAGER (1<<18)  
#define ATRACE\_TAG\_SYSTEM\_SERVER (1<<19)  
#define ATRACE\_TAG\_DATABASE (1<<20)  
#define ATRACE\_TAG\_NETWORK (1<<21)  
#define ATRACE\_TAG\_LAST ATRACE\_TAG\_NETWORK

frameworks\base\core\java\android\os\Trace.java

也有java版的定义

**public final class** Trace {  
 */\*  
 \* Writes trace events to the kernel trace buffer. These trace events can be  
 \* collected using the "atrace" program for offline analysis.  
 \*/* **private static final** String ***TAG*** = **"Trace"**;  
  
 *// These tags must be kept in sync with system/core/include/cutils/trace.h.  
 // They should also be added to frameworks/native/cmds/atrace/atrace.cpp.  
 /\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_NEVER*** = 0;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_ALWAYS*** = 1L << 0;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_GRAPHICS*** = 1L << 1;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_INPUT*** = 1L << 2;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_VIEW*** = 1L << 3;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_WEBVIEW*** = 1L << 4;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_WINDOW\_MANAGER*** = 1L << 5;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_ACTIVITY\_MANAGER*** = 1L << 6;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_SYNC\_MANAGER*** = 1L << 7;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_AUDIO*** = 1L << 8;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_VIDEO*** = 1L << 9;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_CAMERA*** = 1L << 10;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_HAL*** = 1L << 11;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_APP*** = 1L << 12;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_RESOURCES*** = 1L << 13;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_DALVIK*** = 1L << 14;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_RS*** = 1L << 15;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_BIONIC*** = 1L << 16;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_POWER*** = 1L << 17;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_PACKAGE\_MANAGER*** = 1L << 18;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_SYSTEM\_SERVER*** = 1L << 19;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_DATABASE*** = 1L << 20;  
 */\*\** ***@hide*** *\*/* **public static final long *TRACE\_TAG\_NETWORK*** = 1L << 21;

其中上面在SurfaceFlinger中定义成了 **ATRACE\_TAG\_GRAPHICS**

### atrace\_begin

system/core/include/cutils/trace.h

首先会去check 当前来的tag 是否 enable，会进行判断去初始化：

*/\*\*  
 \* Trace the beginning of a context. name is used to identify the context.  
 \* This is often used to time function execution.  
 \*/*#define ATRACE\_BEGIN(name) atrace\_begin(ATRACE\_TAG, name)  
**static inline void** atrace\_begin(uint64\_t tag, **const char**\* name)  
{  
 **if** (CC\_UNLIKELY(atrace\_is\_tag\_enabled(tag))) {  
 **void** atrace\_begin\_body(**const char**\*);  
 atrace\_begin\_body(name);  
 }  
}  
  
*/\*\*  
 \* Trace the end of a context.  
 \* This should match up (and occur after) a corresponding ATRACE\_BEGIN.  
 \*/*#define ATRACE\_END() atrace\_end(ATRACE\_TAG)  
**static inline void** atrace\_end(uint64\_t tag)  
{  
 **if** (CC\_UNLIKELY(atrace\_is\_tag\_enabled(tag))) {  
 **char** c = **'E'**;  
 write(atrace\_marker\_fd, &c, 1);  
 }  
}

#### atrace\_is\_tag\_enabled

#define ATRACE\_ENABLED() atrace\_is\_tag\_enabled(ATRACE\_TAG)  
**static inline** uint64\_t atrace\_is\_tag\_enabled(uint64\_t tag)  
{  
 **return** atrace\_get\_enabled\_tags() & tag;  
}

#define ATRACE\_GET\_ENABLED\_TAGS() atrace\_get\_enabled\_tags()  
**static inline** uint64\_t atrace\_get\_enabled\_tags()  
{  
 atrace\_init();  
 **return** atrace\_enabled\_tags;  
}

#define ATRACE\_INIT() atrace\_init()  
**static inline void** atrace\_init()  
{  
 **if** (CC\_UNLIKELY(!atomic\_load\_explicit(&atrace\_is\_ready, memory\_order\_acquire))) {  
 atrace\_setup();  
 }  
}

### atrace\_setup()

system/core/libcutils/trace-dev.c

**void** atrace\_setup()  
{  
 pthread\_once(&atrace\_once\_control, atrace\_init\_once);  
}

通常当初始化应用程序时，可以比较容易地将其放在main函数中。但当你写一个库函数时，就不能在main里面初始化了，你可以用静态初始化，但使用一次初始（pthread\_once\_t）会比较容易些。<https://www.jianshu.com/p/a69745fc0a44>

定义一个pthread\_once\_t变量atrace\_once\_control就ok了

#### atrace\_init\_once

**static void** atrace\_init\_once()  
{  
 atrace\_marker\_fd = open(**"/sys/kernel/debug/tracing/trace\_marker"**, O\_WRONLY | O\_CLOEXEC);  
 **if** (atrace\_marker\_fd == -1) {  
 ALOGE(**"Error opening trace file: %s (%d)"**, strerror(errno), errno);  
 atrace\_enabled\_tags = 0;  
 **goto** done;  
 }  
  
 atrace\_enabled\_tags = atrace\_get\_property();  
  
done:  
 atomic\_store\_explicit(&atrace\_is\_ready, **true**, memory\_order\_release);  
}

#### atrace\_get\_property

一般默认为

rm500:/ $ getprop debug.atrace.tags.enableflags

0

执行监控的时候

python systrace.py --time=10 -o mynewtrace.html gfx view wm sched

gj500:/ $ getprop debug.atrace.tags.enableflags

0x2a=0010 1010

#define ATRACE\_TAG\_GRAPHICS (1<<1)

#define ATRACE\_TAG\_VIEW (1<<3)

#define ATRACE\_TAG\_WINDOW\_MANAGER (1<<5)

#define ATRACE\_TAG\_SYNC\_MANAGER (1<<7)

*// Read the sysprop and return the value tags should be set to***static** uint64\_t atrace\_get\_property()  
{  
 **char** value[PROPERTY\_VALUE\_MAX];  
 **char** \*endptr;  
 uint64\_t tags;  
  
 property\_get(**"debug.atrace.tags.enableflags"**, value, **"0"**);  
 errno = 0;  
 tags = strtoull(value, &endptr, 0);  
 **if** (value[0] == **'\0'** || \*endptr != **'\0'**) {  
 ALOGE(**"Error parsing trace property: Not a number: %s"**, value);  
 **return** 0;  
 } **else if** (errno == ERANGE || tags == ULLONG\_MAX) {  
 ALOGE(**"Error parsing trace property: Number too large: %s"**, value);  
 **return** 0;  
 }  
  
 *// Only set the "app" tag if this process was selected for app-level debug  
 // tracing.* **if** (atrace\_is\_app\_tracing\_enabled()) {  
 tags |= ATRACE\_TAG\_APP;  
 } **else** {  
 tags &= ~ATRACE\_TAG\_APP;  
 }  
  
 **return** (tags | ATRACE\_TAG\_ALWAYS) & ATRACE\_TAG\_VALID\_MASK;  
}

/sys/kernel/debug/tracing/trace\_marker 是重点，为trace在kernel里面创建的文件节点

打开之后保存全局的文件描述符：atrace\_marker\_fd

现在回头看atrace\_begin 和 atrace\_end 就是向这个节点write 对应要打开的trace的开关数据

kernel中的trace驱动自然会有file operation处理

### 使用方法

Cpp层非常简单，依赖对应的libcutils

Zai x

### 参考

<https://blog.csdn.net/jscese/article/details/48373319>

# lmkd

https://blog.csdn.net/u011733869/article/details/78820240

# Toolbox

## Getevent

源码路径：/system/core/toolbox/getevent.c

getevent 指令用于获取 input 输入事件，比如获取按键上报信息、获取触摸屏上报信息等。

getevent监听输入设备节点的内容，当输入事件被写入到节点中时，getevent会将其读出并打印在屏幕上。由于getevent不会对事件数据做任何加工，因此其输出的内容是由内核提供的最原始的事件

### 常用命令

#### bullhead:/dev/input # getevent -h

Usage: getevent [-t] [-n] [-s switchmask] [-S] [-v [mask]] [-d] [-p] [-i] [-l] [-q] [-c count] [-r] [device]

-t: show time stamps

-n: don't print newlines

-s: print switch states for given bits

-S: print all switch states

-v: verbosity mask (errs=1, dev=2, name=4, info=8, vers=16, pos. events=32, props=64)

-d: show HID descriptor, if available

-p: show possible events (errs, dev, name, pos. events)

-i: show all device info and possible events

-l: label event types and names in plain text

-q: quiet (clear verbosity mask)

-c: print given number of events then exit

-r: print rate events are received

-l：以文本形式输出事件类型和名称，比 -t 更清楚直观

Sdf

getevent /dev/input/event3

帮助信息

getevent -h

-t：显示时间戳

参数可以组合使用，一次性查看需要的触摸屏信息

#### getevent -tlr /dev/input/event3

输出是十六进制的。每条数据有五项信息：产生事件时的时间戳（[ 1262.443489]），产生事件的设备节点（/dev/input/event0），事件类型（0001），事件代码（0074）以及事件的值（00000001）。其中时间戳、类型、代码、值便是原始事件的四项基本元素

// 事件类型 事件码 事件值

bullhead:/dev/input # getevent -tlr /dev/input/event0

[ 66568.304633] EV\_SYN 0004 00010408

[ 66568.304633] EV\_SYN 0005 11ea975a

[ 66568.304633] EV\_ABS ABS\_MT\_TRACKING\_ID 000000b7

[ 66568.304633] EV\_ABS ABS\_MT\_POSITION\_X 00000000

[ 66568.304633] EV\_ABS ABS\_MT\_POSITION\_Y 00000771

[ 66568.304633] EV\_ABS ABS\_MT\_PRESSURE 0000001c

[ 66568.304633] EV\_ABS ABS\_MT\_TOUCH\_MAJOR 00000006

[ 66568.304633] EV\_ABS ABS\_MT\_TOUCH\_MINOR 00000006

[ 66568.304633] EV\_SYN SYN\_REPORT 00000000 rate 0

[ 66568.353456] EV\_SYN 0004 00010408

[ 66568.353456] EV\_SYN 0005 14dde349

[ 66568.353456] EV\_ABS ABS\_MT\_POSITION\_Y 00000772

[ 66568.353456] EV\_ABS ABS\_MT\_PRESSURE 00000013

[ 66568.353456] EV\_SYN SYN\_REPORT 00000000 rate 20

[ 66568.369257] EV\_SYN 0004 00010408

[ 66568.369257] EV\_SYN 0005 15cb5a4f

[ 66568.369257] EV\_ABS ABS\_MT\_TRACKING\_ID ffffffff

[ 66568.369257] EV\_SYN SYN\_REPORT 00000000 rate 63

点击一次屏幕日志：

参考：<https://www.cnblogs.com/lialong1st/p/9093851.html>

### 附录-查看输入设备信息

使用getevent获得/dev/input/eventX设备汇报的事件，这个命令还会输出所有event设备的基本信息，

bullhead:/dev/input # getevent

add device 1: /dev/input/event7

name: "uinput-folio"

add device 2: /dev/input/event6

name: "uinput-fpc"

add device 3: /dev/input/event5

name: "msm8994-tomtom-snd-card Headset Jack"

add device 4: /dev/input/event4

name: "msm8994-tomtom-snd-card Button Jack"

add device 5: /dev/input/event2==》键盘、按键keypad

name: "qpnp\_pon"

add device 6: /dev/input/event1

name: "STM VL6180 proximity sensor"

add device 7: /dev/input/event3

name: "gpio-keys"

add device 8: /dev/input/event0 ===》显示屏touchscreen

name: "synaptics\_rmi4\_i2c"

 /dev/input目录下的事件都是在驱动中调用input\_register\_device(struct input\_dev \*dev)产生的。

127|bullhead:/dev/input # ls -al

total 0

drwxr-xr-x 2 root root 200 1970-01-04 05:30 .

drwxr-xr-x 15 root root 3680 1970-01-04 05:30 ..

crw-rw---- 1 root input 13, 64 1970-01-04 05:30 event0

crw-rw---- 1 root input 13, 65 1970-01-04 05:30 event1

crw-rw---- 1 root input 13, 66 1970-01-04 05:30 event2

crw-rw---- 1 root input 13, 67 1970-01-04 05:30 event3

crw-rw---- 1 root input 13, 68 1970-01-04 05:30 event4

crw-rw---- 1 root input 13, 69 1970-01-04 05:30 event5

crw-rw---- 1 root input 13, 70 1970-01-04 05:30 event6

crw-rw---- 1 root input 13, 71 1970-01-04 05:30 event7

与event对应的相关设备信息位于/proc/bus/input/devices，

2|bullhead:/dev/input # cat /proc/bus/input/devices

I: Bus=0018 Vendor=0000 Product=0001 Version=1005

N: Name="synaptics\_rmi4\_i2c"

P: Phys=synaptics\_rmi4\_i2c/input0

S: Sysfs=/devices/soc.0/f9924000.i2c/i2c-2/2-0020/input/input0

U: Uniq=

H: Handlers=kgsl event0 cpufreq

B: PROP=2

B: EV=b

B: KEY=0

B: ABS=663800000000000

I: Bus=0000 Vendor=0000 Product=0000 Version=0000

N: Name="STM VL6180 proximity sensor"

P: Phys=

S: Sysfs=/devices/virtual/input/input1

U: Uniq=

H: Handlers=event1

B: PROP=0

B: EV=9

B: ABS=2ff0000

I: Bus=0000 Vendor=0000 Product=0000 Version=0000

N: Name="qpnp\_pon"

P: Phys=qpnp\_pon/input0

S: Sysfs=/devices/virtual/input/input2

U: Uniq=

H: Handlers=event2 cpufreq keychord

B: PROP=10

B: EV=3

B: KEY=18000000000000 0

I: Bus=0019 Vendor=0001 Product=0001 Version=0100

N: Name="gpio-keys"

P: Phys=gpio-keys/input0

S: Sysfs=/devices/soc.0/gpio\_keys.86/input/input3

U: Uniq=

H: Handlers=event3 cpufreq keychord

B: PROP=0

B: EV=3

B: KEY=4000000000000 0

I: Bus=0000 Vendor=0000 Product=0000 Version=0000

N: Name="msm8994-tomtom-snd-card Button Jack"

P: Phys=ALSA

S: Sysfs=/devices/soc.0/fe034000.sound/sound/card0/input4

U: Uniq=

H: Handlers=event4 cpufreq keychord

B: PROP=10

B: EV=3

B: KEY=40 0 0 0 0 f0 400000000 0 c000000000000 0

## Sendevent

不好用，用input keyevent 4取代了吧

输入设备的节点不仅在用户空间可读，而且是可写的，因此可以将将原始事件写入到节点中，从而实现模拟用户输入的功能。sendevent工具的作用正是如此。其用法如下：

|  |  |
| --- | --- |
| 1 | sendevent <节点路径> <类型><代码> <值> |

event.type = atoi(argv[2]);  
 event.code = atoi(argv[3]);  
 event.value = atoi(argv[4]);

可以看出，sendevent的输入参数与getevent的输出是对应的，只不过sendevent的参数为十进制。电源键的代码0x74的十进制为116，因此可以通过快速执行如下两条命令实现点击电源键的效果：

|  |  |
| --- | --- |
| 1 2 3 | adb shell sendevent /dev/input/event0 1 116 1 #按下电源键  adb shell sendevent /dev/input/event0 1 116 0 #抬起电源键 |

类型：1代表key事件，

adb shell sendevent /dev/input/event2 1 158 1

adb shell sendevent /dev/input/event0 1 29 0

adb shell sendevent /dev/input/event2 1 116 1

adb shell sendevent /dev/input/event2 1 116 0

/dev/input/event1: 0001 0130 00000001

Ok键：

adb shell sendevent /dev/input/event1 1 304 1

返回按键

getevent

/dev/input/event2: 0001 009e 00000001

/dev/input/event2: 0000 0000 00000000

/dev/input/event2: 0001 009e 00000000

/dev/input/event2: 0000 0000 00000000

adb shell sendevent /dev/input/event2 1 158 1

### 源码分析

**int** sendevent\_main(**int** argc, **char** \*argv[])  
{  
 **int** fd;  
 ssize\_t ret;  
 **int** version;  
 **struct** input\_event event;  
  
 **if**(argc != 5) {  
 fprintf(stderr, **"use: %s device type code value\n"**, argv[0]);  
 **return** 1;  
 }  
  
 fd = open(argv[1], O\_RDWR);  
   
 **if** (ioctl(fd, EVIOCGVERSION, &version)) {  
 fprintf(stderr, **"could not get driver version for %s, %s\n"**, argv[optind], strerror(errno));  
 **return** 1;  
 }  
 memset(&event, 0, **sizeof**(event));  
 event.type = atoi(argv[2]);  
 event.code = atoi(argv[3]);  
 event.value = atoi(argv[4]);  
 ret = write(fd, &event, **sizeof**(event));  
 **if**(ret < (ssize\_t) **sizeof**(event)) {  
 fprintf(stderr, **"write event failed, %s\n"**, strerror(errno));  
 **return** -1;  
 }  
 **return** 0;  
}

# sdcard

## sdcard 挂载

不得已，首先得挂一串代码出来：/system/core/sdcard/sdcard.c

### fuse\_setu

**static int** fuse\_setup(**struct** fuse\* fuse, gid\_t gid, mode\_t mask) {  
 **char** opts[256];  
  
 fuse->fd = open(**"/dev/fuse"**, O\_RDWR);  
 **if** (fuse->fd == -1) {  
 ERROR(**"failed to open fuse device: %s\n"**, strerror(errno));  
 **return** -1;  
 }  
  
 umount2(fuse->dest\_path, MNT\_DETACH);  
  
 snprintf(opts, **sizeof**(opts),  
 **"fd=%i,rootmode=40000,default\_permissions,allow\_other,user\_id=%d,group\_id=%d"**,  
 fuse->fd, fuse->global->uid, fuse->global->gid);  
 **if** (mount(**"/dev/fuse"**, fuse->dest\_path, **"fuse"**, MS\_NOSUID | MS\_NODEV | MS\_NOEXEC |  
 MS\_NOATIME, opts) != 0) {  
 ERROR(**"failed to mount fuse filesystem: %s\n"**, strerror(errno));  
 **return** -1;  
 }  
  
 fuse->gid = gid;  
 fuse->mask = mask;  
  
 **return** 0;  
}

**static void** run(**const char**\* source\_path, **const char**\* label, uid\_t uid,  
 gid\_t gid, userid\_t userid, **bool** multi\_user, **bool** full\_write) {  
 **struct** fuse\_global global;  
 **struct** fuse fuse\_default;  
 **struct** fuse fuse\_read;  
 **struct** fuse fuse\_write;  
 **struct** fuse\_handler handler\_default;  
 **struct** fuse\_handler handler\_read;  
 **struct** fuse\_handler handler\_write;  
 pthread\_t thread\_default;  
 pthread\_t thread\_read;  
 pthread\_t thread\_write;  
  
  
 pthread\_mutex\_init(&global.lock, NULL);  
 global.package\_to\_appid = hashmapCreate(256, str\_hash, str\_icase\_equals);  
 global.uid = uid;  
 global.gid = gid;  
 global.multi\_user = multi\_user;  
 global.next\_generation = 0;  
 global.inode\_ctr = 1;  
  
 memset(&global.root, 0, **sizeof**(global.root));  
 global.root.nid = FUSE\_ROOT\_ID; */\* 1 \*/* global.root.refcount = 2;  
 global.root.namelen = strlen(source\_path);  
 global.root.name = strdup(source\_path);  
 global.root.userid = userid;  
 global.root.uid = AID\_ROOT;  
 global.root.under\_android = **false**;  
  
 strcpy(global.source\_path, source\_path);  
  
 **if** (multi\_user) {  
 global.root.perm = PERM\_PRE\_ROOT;  
 snprintf(global.obb\_path, **sizeof**(global.obb\_path), **"%s/obb"**, source\_path);  
 } **else** {  
 global.root.perm = PERM\_ROOT;  
 snprintf(global.obb\_path, **sizeof**(global.obb\_path), **"%s/Android/obb"**, source\_path);  
 }  
  
 fuse\_default.global = &global;  
 fuse\_read.global = &global;  
 fuse\_write.global = &global;  
  
 global.fuse\_default = &fuse\_default;  
 global.fuse\_read = &fuse\_read;  
 global.fuse\_write = &fuse\_write;  
  
 snprintf(fuse\_default.dest\_path, PATH\_MAX, **"/mnt/runtime/default/%s"**, label);  
 snprintf(fuse\_read.dest\_path, PATH\_MAX, **"/mnt/runtime/read/%s"**, label);  
 snprintf(fuse\_write.dest\_path, PATH\_MAX, **"/mnt/runtime/write/%s"**, label);  
  
 handler\_default.fuse = &fuse\_default;  
 handler\_read.fuse = &fuse\_read;  
 handler\_write.fuse = &fuse\_write;  
  
 handler\_default.token = 0;  
 handler\_read.token = 1;  
 handler\_write.token = 2;

fuse\_setup(&fuse\_default, AID\_SDCARD\_RW, 0006)  
 || fuse\_setup(&fuse\_read, AID\_EVERYBODY, full\_write ? 0027 : 0022)  
 || fuse\_setup(&fuse\_write, AID\_EVERYBODY, full\_write ? 0007 : 0022)

sdcard service 是 fuse 的守护进程，sdcard 都是通过 sdcard 服务来挂载和访问的，而且该服务程序还提供额外的权限控制。

上述代码是 sdcard 的挂载部分，关键代码即根据 vold 传过来的参数来准备好 uid/gid/userid 等信息，并且根据是否为多用户 ( multi\_user )，是否 full\_write 来准备好下面三个目录的用户组及其对应的权限：

* /mnt/runtime/default/emulated
* /mnt/runtime/read/emulated
* /mnt/runtime/write/emulated

/mnt/runtime/read/emulated/0

## 三视图

在第一步结束后，所有挂载的存储设备都会维护三个不同视图：

* **/mnt/runtime/default** - 对所有的应用、root 命名空间（adb 和其他系统组件）可见，而无需任何权限
* **/mnt/runtime/read** - 对有 READ\_EXTERNAL\_STORAGE 权限的应用可见。
* **/mnt/runtime/write** - 对有 WRITE\_EXTERNAL\_STORAGE 权限的应用可见。

KKK:/ # ls -al -h /mnt/runtime/default/emulated/

drwxrwx--x 5 root sdcard\_rw 3.4K 2018-06-14 21:24 0

drwxrwx--x 2 root sdcard\_rw 3.4K 2018-06-14 21:23 obb

KKK:/ # ls -al -h /mnt/runtime/read/emulated/

drwxr-x--- 5 root everybody 3.4K 2018-06-14 21:24 0

drwxr-x--- 2 root everybody 3.4K 2018-06-14 21:23 obb

KKK:/ # ls -al -h /mnt/runtime/write/emulated/

drwxrwx--- 5 root everybody 3.4K 2018-06-14 21:24 0

drwxrwx--- 2 root everybody 3.4K 2018-06-14 21:23 obb

上述 **default/read/write** 三个目录下的 **0** 和 **obb** 目录所赋予的用户组和权限各不相同。 这将为后面不同应用程序的运行时权限打下了基础。

*0 代表用户 0，用户的支持*

## Step 3: 应用程序启动授权

在 zygote fork app 时，我们为每个运行中的应用创建一个 mount 名字空间，并在其中 bind mount 合适的初始视图。

*// Create a private mount namespace and bind mount appropriate emulated*

*// storage for the given user.*

**static** bool MountEmulatedStorage(uid\_t uid, jint mount\_mode,

bool force\_mount\_namespace) {

*// See storage config details at http://source.android.com/tech/storage/*

*// Create a second private mount namespace for our process*

**if** (unshare(CLONE\_NEWNS) == -1) {

ALOGW("Failed to unshare(): %s", strerror(errno));

**return** **false**;

}

*// Unmount storage provided by root namespace and mount requested view*

UnmountTree("/storage");

String8 storageSource;

**if** (mount\_mode == MOUNT\_EXTERNAL\_DEFAULT) {

storageSource = "/mnt/runtime/default";

} **else** **if** (mount\_mode == MOUNT\_EXTERNAL\_READ) {

storageSource = "/mnt/runtime/read";

} **else** **if** (mount\_mode == MOUNT\_EXTERNAL\_WRITE) {

storageSource = "/mnt/runtime/write";

} **else** {

*// Sane default of no storage visible*

**return** **true**;

}

**if** (TEMP\_FAILURE\_RETRY(mount(storageSource.string(), "/storage",

NULL, MS\_BIND | MS\_REC | MS\_SLAVE, NULL)) == -1) {

ALOGW("Failed to mount %s to /storage: %s", storageSource.string(), strerror(errno));

**return** **false**;

}

*// Mount user-specific symlink helper into place*

userid\_t user\_id = multiuser\_get\_user\_id(uid);

**const** String8 userSource(String8::format("/mnt/user/%d", user\_id));

**if** (fs\_prepare\_dir(userSource.string(), 0751, 0, 0) == -1) {

**return** **false**;

}

**if** (TEMP\_FAILURE\_RETRY(mount(userSource.string(), "/storage/self",

NULL, MS\_BIND, NULL)) == -1) {

ALOGW("Failed to mount %s to /storage/self: %s", userSource.string(), strerror(errno));

**return** **false**;

}

**return** **true**;

}

我们仔细的分析这段代码做了些什么：

1. 根据 mount mode 从上面三个已经准备好的路径中选择一个默认的挂载路径，并将这个路径挂到 /storage 上去。注意：这里带的是 MS\_BIND | MS\_REC | MS\_SLAVE 参数，这意味着会拷贝命名空间，所以，每个 app 进入的 /storage 都是私有的。
2. 再根据当前的 user\_id ，将 /mnt/user/user\_id bind 到当前 /storage 的 self 目录上

/mnt/user/0/primary

**经过上述两步之后，达到了一个什么目的呢？**

**每个 app 都根据自己的授权，选择了不同权限的 runtime 目录进行访问，而不同用户访问的目录也跟去当前用户的 id 区分开了。**

*一切都完美的工作起来了，好像可以结束了！*

## Step 4: 应用程序 runtime 授权

*回到我们文章开头介绍的 runtime 权限，我们发现，到目前为止，我们似乎并不能 runtime 控制权限？那我们要如何做呢？*

其实方法特别简单，当被授予运行时权限时，vold 在运行中的应用的名字空间上，通过 bind mount 来更新视图。

* 我猜测 runtime 授权的入口代码是这个：*/frameworks/base/services/core/java/com/android/server/pm/PermissionsState.java*

grantRuntimePermission

-> onExternalStoragePolicyChanged

-->remountUidExternalStorage

mConnector.execute("volume", "remount\_uid", uid, modeName);

* 然后 */system/vold/CommandListener.cpp*

CommandListener::VolumeCmd::runCommand

->sendGenericOkFail(cli, vm->remountUid(uid, mode));

* 重点 */system/vold/VolumeManager.cpp*

int VolumeManager::remountUid(uid\_t uid, **const** std::string& mode) {

LOG(DEBUG) << "Remounting " << uid << " as mode " << mode;

DIR\* dir;

struct dirent\* de;

char rootName[PATH\_MAX];

char pidName[PATH\_MAX];

int pidFd;

int nsFd;

struct stat sb;

pid\_t child;

**if** (!(dir = opendir("/proc"))) {

PLOG(ERROR) << "Failed to opendir";

**return** -1;

}

*// Figure out root namespace to compare against below*

**if** (sane\_readlinkat(dirfd(dir), "1/ns/mnt", rootName, PATH\_MAX) == -1) {

PLOG(ERROR) << "Failed to readlink";

closedir(dir);

**return** -1;

}

*// Poke through all running PIDs look for apps running as UID*

**while** ((de = readdir(dir))) {

pidFd = -1;

nsFd = -1;

pidFd = openat(dirfd(dir), de->d\_name, O\_RDONLY | O\_DIRECTORY | O\_CLOEXEC);

**if** (pidFd < 0) {

**goto** next;

}

**if** (fstat(pidFd, &sb) != 0) {

PLOG(WARNING) << "Failed to stat " << de->d\_name;

**goto** next;

}

**if** (sb.st\_uid != uid) {

**goto** next;

}

*// Matches so far, but refuse to touch if in root namespace*

LOG(DEBUG) << "Found matching PID " << de->d\_name;

**if** (sane\_readlinkat(pidFd, "ns/mnt", pidName, PATH\_MAX) == -1) {

PLOG(WARNING) << "Failed to read namespace for " << de->d\_name;

**goto** next;

}

**if** (!strcmp(rootName, pidName)) {

LOG(WARNING) << "Skipping due to root namespace";

**goto** next;

}

*// We purposefully leave the namespace open across the fork*

nsFd = openat(pidFd, "ns/mnt", O\_RDONLY);

**if** (nsFd < 0) {

PLOG(WARNING) << "Failed to open namespace for " << de->d\_name;

**goto** next;

}

**if** (!(child = fork())) {

**if** (setns(nsFd, CLONE\_NEWNS) != 0) {

PLOG(ERROR) << "Failed to setns for " << de->d\_name;

\_exit(1);

}

unmount\_tree("/storage");

std::string storageSource;

**if** (mode == "default") {

storageSource = "/mnt/runtime/default";

} **else** **if** (mode == "read") {

storageSource = "/mnt/runtime/read";

} **else** **if** (mode == "write") {

storageSource = "/mnt/runtime/write";

} **else** {

*// Sane default of no storage visible*

\_exit(0);

}

**if** (TEMP\_FAILURE\_RETRY(mount(storageSource.c\_str(), "/storage",

NULL, MS\_BIND | MS\_REC | MS\_SLAVE, NULL)) == -1) {

PLOG(ERROR) << "Failed to mount " << storageSource << " for "

<< de->d\_name;

\_exit(1);

}

*// Mount user-specific symlink helper into place*

userid\_t user\_id = multiuser\_get\_user\_id(uid);

std::string userSource(StringPrintf("/mnt/user/%d", user\_id));

**if** (TEMP\_FAILURE\_RETRY(mount(userSource.c\_str(), "/storage/self",

NULL, MS\_BIND, NULL)) == -1) {

PLOG(ERROR) << "Failed to mount " << userSource << " for "

<< de->d\_name;

\_exit(1);

}

\_exit(0);

}

**if** (child == -1) {

PLOG(ERROR) << "Failed to fork";

**goto** next;

} **else** {

TEMP\_FAILURE\_RETRY(waitpid(child, nullptr, 0));

}

next:

close(nsFd);

close(pidFd)

}

closedir(dir);

**return** 0;

}

上述核心代码和 zygote 中很类似，不再赘述，至此，才算彻底搞清楚了 Androd M 在外置存储上权限控制的改变和多用户多进程下的安全原理。