# Introduction

This start-up guide explains RZ/G2 Group Yocto recipe package files, the system environments, the make method of kernel, the operating of U-Boot and so on.

This product RZ/G2 Yocto recipe is a basic package to operate built-in Linux and basic middleware on the RZ/G2 System Evaluation Board. Please contact Renesas Electronics person who provided this product to you in case of questions.

Note: Currently, RZ/G2E, RZ/G2M v1.3, RZ/G2M v3.0, RZ/G2N and RZ/G2H, with reference boards EK874, HiHope-RZG2M, HiHope-RZG2N and HiHope-RZG2H are supported.

# RZ/G2 Linux BSP package files

This Yocto recipe will be taken

The U-Boot source code from:

https://github.com/renesas-rz/renesas-u-boot-cip.git

RZ/G2 Linux source code from:

<https://git.kernel.org/pub/scm/linux/kernel/git/cip/linux-cip.git>,branch=linux-4.19.y-cip   
<https://git.kernel.org/pub/scm/linux/kernel/git/cip/linux-cip.git>,branch=linux-4.19.y-cip-rt

## Reference (RZ/G2)

|  |  |
| --- | --- |
| Document name | Version |
| RZ/G2 Series User’s Manual: Hardware | --- |
| RZ/G2 System Evaluation Board Hardware Manual | --- |

## Environmental Requirement

Host PC and terminal software are necessary for the operation of this product. Furthermore, Ethernet cable is required to use NFS mount function. Please refer to Table 1.

Table 1 RZ/G2 Linux BSP Environmental Requirement

|  |  |
| --- | --- |
| Equipment | Explanation |
| Linux Host PC | Ubuntu 16.04 LTS (64bit) is recommended as OS. 32bit version is not supported.  It is used as building and debugging environment.  It is used as TFTP server and NFS server. |
| Windows Host PC | Windows 10 is recommended as OS.  It is used as debugging environment.  Terminal software and VCP driver are executed. |
| Terminal software | Please use following software.  1) Tera Term  (Confirmed with Japanese version of Tera Term 4.88  Available at <http://sourceforge.jp/projects/ttssh2> ) |
| VCP driver | Please install in Windows Host PC.  Execute CP210xVCPInstaller\_x86/x64.exe for install before connect. USB become virtual COM port on terminal software. Please connect to Serial-USB Bridge on RZG2 System Evaluation Board  (Available at <http://www.silabs.com/products/mcu/Pages/USBtoUARTBridgeVCPDrivers.aspx>) |
| TFTP server software | It is used when SPI Flash is written by U-Boot or Image is downloaded. |
| NFS server software | It is used when File system is mounted by NFS. |

**Recommended Environment**

The following shows a Recommended Environment.

![](data:image/png;base64,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)![](data:image/png;base64,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)![](data:image/png;base64,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)

Hub

[Linux Host PC]

TFTP server

NFS server

Straight Ethernet cable

USB cable (type A to mini/micro AB)

[Windows 10 Host PC]

Terminal software to display console

(ssh to control Linux Host)

(Straight Ethernet cable)

RZ/G2

System Evaluation Board

Figure 1. Recommended Environment for RZ/G2 Linux BSP

Note) Functions in covered with () are optional.

# Building Instructions

You can build BSP by using Yocto Project. Please execute following steps in ${WORK} directory on Linux Host PC. Filesystem by making following instruction is the one for testing current BSP package in Renesas. Please note that Renesas has not been verified with any other build configuration or modified recipes except “core-image-weston” configuration which is based on upstream Yocto Project deliverables and some additional packages correspond to gstreamer.

Note) Renesas executed following instructions with clean ${WORK}/build directory. You may use wipe-sysroot and/or bitbake -c cleansstate to reflect modifications of configuration files for Recipe as in open source Yocto Project’s standards, however Renesas strongly recommends to use recipe with clean ${WORK}/build directory for each configurations because there are some implicit dependency for header files exist to keep compatibility between application build scheme with/without proprietary software.

**Step 1 installation of required commands**

Ubuntu is used as Linux Host PC since Yocto Project Quick Start specifies Ubuntu as one of the distribution. In case of that you can install the required commands as follows.

Please refer to http://www.yoctoproject.org/docs/current/yocto-project-qs/yocto-project-qs.html for detail.

**$ sudo apt-get install gawk wget git-core diffstat unzip texinfo gcc-multilib \  
build-essential chrpath socat libsdl1.2-dev xterm cpio python python3 \ python3-pip python3-pexpect xz-utils debianutils iputils-ping libssl-dev**

Note) There is a bitbake command in ${WORK}/poky/scripts/. Command path is available after step 6.

Note) When you use terminal interactions to build such as menuconfig under non-X terminal (ssh, etc.), please install “screen” command package to Host PC.

Note) Please set up user name and e-mail in Git. You can set up with ‘git config --global’. Please refer to online manual for git command.

Note) In Renesas environment, Ubuntu version is 16.04 LTS and git version is 2.7.4.

**Step 2 download of required files**

Required files (poky, meta-linaro) are downloaded by git clone.

**$ cd ${WORK}**

**$ git clone git://git.yoctoproject.org/poky**

**$ git clone git://git.linaro.org/openembedded/meta-linaro.git**

**$ git clone git://git.openembedded.org/meta-openembedded**

**$ git clone https://github.com/renesas-rz/meta-rzg2.git**

**$ git clone** [**http://git.yoctoproject.org/cgit.cgi/meta-gplv2**](http://git.yoctoproject.org/cgit.cgi/meta-gplv2)

**$ git clone https://github.com/meta-qt5/meta-qt5.git**

**Step 3 checkout**

Please checkout available version of each git clone.

**$ cd ${WORK}/poky**

**$ git checkout -b tmp 7e7ee662f5dea4d090293045f7498093322802cc**

**$ cd ${WORK}/meta-linaro**

**$ git checkout -b tmp 75dfb67bbb14a70cd47afda9726e2e1c76731885**

**$ cd ${WORK}/meta-openembedded**

**$ git checkout -b tmp 352531015014d1957d6444d114f4451e241c4d23**

**$ cd ${WORK}/meta-gplv2**

**$ git checkout -b tmp f875c60ecd6f30793b80a431a2423c4b98e51548**

**$ cd ${WORK}/meta-qt5**

**$ git checkout -b tmp c1b0c9f546289b1592d7a895640de103723a0305**

**$ cd ${WORK}/meta-rzg2**

**$ git checkout -b tmp <tag>**

**<tag> : please check and choose the latest tag by ‘git tag’**

**$ git tag**

**….**

**BSP-1.0.4**

**BSP-1.0.5-RT**

**….**

**“-RT” is for Linux Realtime support**

Note) tmp is a temporary name of a local branch. We can use checkout command without branch. Please note that HEAD refers directly to commit (detached HEAD).

**Step 4 copy proprietary software into recipe directory structure**

To use licensed 3D graphics software and Multimedia package from Renesas, please copy deliverables of those software into recipe directory structure. Renesas provide shell script to copy those software.

**Copy All Proprietary Software Packages to ${PKGS\_DIR}:**

**$ mkdir ${PKGS\_DIR}**

**$ cp <zip of Proprietary Software Package> ${PKGS\_DIR}**

**Install them into recipe directory structure by shell script:**

**$ cd ${WORK}/meta-rzg2**

**$ sh docs/sample/copyscript/copy\_proprietary\_softwares.sh ${PKGS\_DIR}**

Note) Subdirectory is not supporting in ${PKGS\_DIR}. Please store all packages on the root of ${PKGS\_DIR}.

Note) Please use regular alphanumeric file name ([A-Za-z0-9\_] e.g.) for ${PKGS\_DIR} due to restrictions of current copy script.

**Step 5 execute source command**

Please execute source command with oe-init-build-env for setting environment.

**$ cd ${WORK}**

**$ source poky/oe-init-build-env**

**Step 6 copy bblayers.conf and local.conf**

Please copy configuration files from deliverables.

**$ cp ${WORK}/meta-rzg2/docs/sample/conf/<supported board name>/<toolchain>/\*.conf ./conf/.**

Note) <supported board name> is the one of the following: ek874, hihope-rzg2m, hihope-rzg2n, hihope-rzg2h.  
 <toolchain> is the one of the following: poky-gcc, linaro-gcc

**Step 7 enable Multimedia package**

Please modify configurations in ${WORK}/build/conf/local.conf by following instructions.

The following standard multimedia packages are enabled

|  |  |  |
| --- | --- | --- |
| **No.** | **Functions** | **Explanation** |
| 1 | MMNGR | Memory manager driver & shared libraries |
| 2 | VSPM | VSP driver & FDP driver & shared libraries |
| 3 | VSP2 | VSP2 driver |
| 4 | OMX | OMX common parts |

To enable optional multimedia functions, please add DISTRO\_FEATURES\_append to ${WORK}/build/conf/local.conf as DISTRO\_FEATURES\_append = “ <function name>”.

Note) These configurations exist near the end of local.conf.  
Note) DISTRO\_FEATURES\_append are commented out by the default. To enable functions, please uncomment it.

**For example**

**[Disable]**

**#DISTRO\_FEATURES\_append = " h264dec\_lib"**

**[Enable (default)]**

**DISTRO\_FEATURES\_append = " h264dec\_lib”**

The following list is package name to enable/disable as optional multimedia functions

| **No.** | **Function name** | **Default value** | **Explanation** |
| --- | --- | --- | --- |
| 1 | h264dec\_lib | Enable | H264 decoder library  RTM0AC0000XV264D30SL41C |
| 2 | h264enc\_lib | Enable | H264 encoder library  RTM0AC0000XV264E30SL41C |
| 3 | h265dec\_lib | Enable | H265 decoder library  RTM0AC0000XV265D30SL41C |

The following list is dependent package name

| **No.** | **Function name** | **Type Name** | **Dependent Packages** |
| --- | --- | --- | --- |
| 1 | h264dec\_lib | RTM0AC0000XV264D30SL41C | RTM0AC0000XVCMND30SL41C  RTM0AC0000XCMCTL30SL41C  RCG3VUDRL4101ZDO |
| 2 | h264enc\_lib | RTM0AC0000XV264E30SL41C | RTM0AC0000XVCMNE30SL41C  RTM0AC0000XCMCTL30SL41C  RCG3VUDRL4101ZDO |
| 3 | h265dec\_lib | RTM0AC0000XV265D30SL41C | RTM0AC0000XVCMND30SL41C  RTM0AC0000XCMCTL30SL41C  RCG3VUDRL4101ZDO |

**Step 8 enable/disable other functions**

Please modify configurations in ${WORK}/build/conf/local.conf by following instructions.

| **No.** | **Function** | **Default support** | **How to** |
| --- | --- | --- | --- |
| 1 | Support GPLv3, GPLv3+ softwares | No | Default in local.conf:  INCOMPATIBLE\_LICENSE = "GPLv3 GPLv3+"  To enable:  #INCOMPATIBLE\_LICENSE = "GPLv3 GPLv3+" |
| 2 | Support 32 bits application | Yes | Default in local.conf:  require conf/multilib.conf  MULTILIBS = "multilib:lib32"  DEFAULTTUNE\_virtclass-multilib-lib32 = "armv7vethf-neon"  USE\_32BIT\_PKGS = "1"  To disable:  #require conf/multilib.conf  #MULTILIBS = "multilib:lib32"  #DEFAULTTUNE\_virtclass-multilib-lib32 = "armv7vethf-neon"  #USE\_32BIT\_PKGS = "1" |

**Step 9 building with bitbake**

Please build as follows. The file system (<core-image-target>-<supported board name>.tar.bz2) is created in ${WORK}/build/tmp/deploy/images/<supported board name>/ directory.

Note) <supported board name> is the one of the following: ek874, hihope-rzg2m, hihope-rzg2n, hihope-rzg2h.  
 <core-image-target> is the one of the following: core-image-bsp, core-image-weston, core-image-qt, core-image-hmi

Note) Build by bitbake might need several hours under the influence of Linux Host PC performance and network environment.

Note) The bitbake downloads some package while building. Then the bitbake might stop for network timeout or link error. In this case, please get applicable package in ${WORK}/build/downloads directory whenever build stops by wget command, or please review timeout definitions of package download (wget, etc.) described in ${WORK}/poky/meta/conf/bitbake.conf.

**$ cd ${WORK}/build**

**$ bitbake <core-image-target>**

**<core-image-target> can be:**

**core-image-bsp : basic BSP suport**

**core-image-weston : BSP with MMP and Graphic support**

**core-image-qt : BSP with MMP, Graphic and Qt support**

**core-image-hmi : BSP with MMP, Graphic and hmi demos**

# Writing of IPL/Secure

## Writing data

|  |  |  |  |
| --- | --- | --- | --- |
| Filename | Program Top Address | Flash Save Address | Description |
| bootparam\_sa0.srec | 0xE6320000 | 0x000000 | Loader(Boot parameter) |
| bl2-<board>.srec | 0xE6304000 | 0x040000 | Loader |
| cert\_header\_sa6.srec | 0xE6320000 | 0x180000 | Loader(Certification) |
| bl31-<board>.srec | 0x44000000 | 0x1C0000 | ARM Trusted Firmware |
| tee-<board>.srec | 0x44100000 | 0x200000 | OP-Tee |
| u-boot-elf-<board>.srec | 0x50000000 | 0x300000 | U-Boot |

Note) <board>: ek874, hihope-rzg2m, hihope-rzg2n, hihope-rzg2h.

## Dip-Switch

## Switch setting for EK874 (RZG2E)

1. SCIF Download Mode

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Switch  Number | Pin1 | Pin2 | Pin3 | Pin4 | Pin5 | Pin6 |
| SW12 | OFF | OFF | OFF | - | - | - |

1. Boot Mode

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Switch  Number | Pin1 | Pin2 | Pin3 | Pin4 | Pin5 | Pin6 |
| SW12 | ON | ON | ON | - | - | - |

## Switch setting for HiHope-RZG2M, HiHope-RZG2N and HiHope-RZG2H

1. SCIF Download Mode

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Switch  Number | Pin1 | Pin2 | Pin3 | Pin4 | Pin5 | Pin6 | Pin7 | Pin8 |
| SW1002 | ON | ON | ON | ON | OFF | OFF | OFF | OFF |

1. Boot Mode

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Switch  Number | Pin1 | Pin2 | Pin3 | Pin4 | Pin5 | Pin6 | Pin7 | Pin8 |
| SW1002 | ON | ON | ON | ON | ON | OFF | ON | ON |

## How to write

Please connect RZ/G2 System Evaluation Board, Windows Host PC with terminal software for console and Linux Host PC.

**Step 1 connect cable**

Connect USB Host connector of Windows Host PC that is virtual COM port to RZ/G2 System Evaluation Board with USB cable for displaying console.

**Step 2 setting the terminal software**

Activate the Terminal Software on Windows Host PC. Configure the Terminal Software on Windows Host PC as followings. Please refer to Table 1 about the VCP driver for making a USB host connector into a virtual COM port.

[setting value] baud rate 115200, 8bit data, parity none, stop 1 bit, flow control none.

**Step 3 write data file to SPI Flash**

A file is written in SPI Flash in the following procedures.

* Set dip switch “SCIF download mode”.
* Reset board then start SCIF download mode.
* After “Please send !” displayed, In case of Tera Term, transmit file AArch64\_Flash\_writer\_SCIF\_DUMMY\_CERT\_E6300400\_<board\_name>.mot which is stored in ${WORK}/build/tmp/deploy/images/<board\_name>, by "File -> Send file (S)".
* Execute xls2 command (load program to flash).

**SCIF Download mode (w/o verification)**

**(C) Renesas Electronics Corp.**

**-- Load Program to SystemRAM ---------------**

**please send !**

**RZ/G2 Scif Download MiniMonitor V1.00 2019.04.12**

**Work Memory : SystemRAM**

**Board Judge : Used Board-ID**

**Board Name : HiHope RZ/G2M**

**Product Code : RZ/G2M ES1.1**

**>xls2**

**===== Qspi/HyperFlash writing of Gen3 Board Command =============**

**Load Program to Spiflash**

**Writes to any of SPI address.**

**Winbond : W25M512JV**

**Program Top Address & Qspi/HyperFlash Save Address**

**===== Please Input Program Top Address ============**

**Please Input : H'**

* After "Please Input Program Top Address" is displayed, input Program Top Address in 3.1 and "Enter".
* After "Please Input Qspi/HyperFlash Save Address" is displayed, input Flash Save Address in 3.1 and "Enter".
* After "Please send ! ('.' & CR stop load)" is displayed, In case of Tera Term, transmit files in 3.1 by "File -> Send file (S)".
* If there are some data in writing area, "SPI Data Clear(H'FF) Check :H'00000000-0003FFFF Clear OK?(y/n)" is displayed. Then input "y".
* After "SAVE SPI-FLASH ....... complete!" is displayed, the prompt returns. It means finish.
* Please repeat the xls2 command, if other files are written.
* Power OFF.
* Set dip switch to “Boot Mode”.

## IPL/Secure write

Please write the file described in Chapter 4.1 to SPI Flash.

The data file is stored in the ${WORK}/build/tmp/deploy/images/<board\_name> directory.

# Confirm starting of U-Boot and Linux

Please connect RZ/G2 System Evaluation Board, Windows Host PC with terminal software for console and Linux Host PC with TFTP and NFS server as Figure 1. Then please confirm normal starting of U-Boot and Linux with following step. Please refer to 2.2 for dip switch setting.

**Step 1 setting Linux Host PC**

Please install TFTP server and NFS server in Linux Host PC with apt-get command and so on. Please set /etc/xinetd.d/tftp of TFTP server and /etc/exports of NFS server according to your environment.

**Step 2 connect cable**

Connect USB Host connector of Windows Host PC that is virtual COM port to RZ/G2 System Evaluation Board with USB cable for displaying console.

**Step 3 setting the terminal software**

Activate the Terminal Software on Windows Host PC. Configure the Terminal Software on Windows Host PC as followings. Please refer to Table 1 about the VCP driver for making a USB host connector into a virtual COM port.

[setting value] baud rate 115200, 8bit data, parity none, stop 1 bit, flow control none.

**Step 4 write U-Boot to SPI Flash**

|  |  |  |  |
| --- | --- | --- | --- |
| Filename | Program Top Address | Flash Save Address | Description |
| u-boot-elf-\*.srec | 0x50000000 | 0x300000 | U-Boot |

Note) \*: ek874, hihope-rzg2m, hihope-rzg2n, hihope-rzg2h.

The data file is stored in the ${WORK}/build/tmp/deploy/images/<board\_name> directory.

Refer to Chapter 4.3 Step3 for write procedure.

**Step 5 set U-Boot environment variables**

Please refer to 2.2 for dip switch setting.

Please start U-Boot by board reset. Please set and save environment variable as follows.

**=> setenv ethaddr xx:xx:xx:xx:xx:xx**

**=> setenv ipaddr 192.168.0.20**

**=> setenv serverip 192.168.0.1**

**=> setenv bootcmd 'tftp 0x48080000 Image;tftp 0x48000000 Image-<SOC\_FAMILY>-<Device\_Tree>;booti 0x48080000 - 0x48000000'**

Note) <SOC\_FAMILY> is the following: r8a774c0, r8a774a1, r8a774a3, r8a774b1, r8a774e1.

Note) For RZ/G2E (SOC\_FAMILY r8a774c0), the device trees are as follow:

* Image-r8a774c0-ek874\*.dtb. (for latest version of LSI)
* Image-r8a774c0-esXX-ek874\*.dtb. (for an old version of LSI)

Note) For RZ/G2M v1.3 (SOC\_FAMILY r8a774a1), the device trees are as follow:

* Image-r8a774a1-hihope-rzg2m-ex\*.dtb (for latest version of Board)
* Image-r8a774a1-hihope-rzg2m-ex-rev2\*.dtb (for an old version of Board)

Note) For RZ/G2M v3.0 (SOC\_FAMILY r8a774a3), the device trees are as follow:

* Image-r8a774a3-hihope-rzg2m-ex\*.dtb (for latest version of Board)

Note) For RZ/G2N (SOC\_FAMILY r8a774b1), the device trees are as follow:

* Image-r8a774b1-hihope-rzg2n-ex\*.dtb (for latest version of Board)
* Image-r8a774b1-hihope-rzg2n-ex-rev2\*.dtb (for an old version of Board)

Note) For RZ/G2H (SOC\_FAMILY r8a774e1), the device trees are as follow:

Image-r8a774e1-hihope-rzg2h-ex\*.dtb (for latest version of Board)

**Step 6 change the bootargs by U-Boot**

To change bootargs which passed to the kernel in boot sequence, please modify it by “setenv bootargs” command of U-Boot.

**=> setenv bootargs 'rw root=/dev/nfs nfsroot=192.168.0.1:/export/rfs ip=192.168.0.20'**

**Step 7 save environment variables**

**=> saveenv**

**Step 8 set file system**

Please extract file system (core-image-weston(bsp|qt|hmi)-<supported board name>.tar.bz2). Please export /export directory of NFS server.

**$ mkdir /export/rfs**

**$ cd /export/rfs**

**$ sudo tar xvf core-image-weston(bsp|qt|hmi)-<supported board name>.tar.bz2**

Note) <supported board name> is the following: ek874, hihope-rzg2m, hihope-rzg2n, hihope-rzg2h.

**Step 9 start Linux**

After board reset, U-Boot is started. After countdown, Linux boot messages are displayed. Please confirm login prompt after Linux boot messages.

Note) When MAC Address is rewritten, it is necessary to reset.

# Exporting Toolchains

Please refer Documents from Yocto Project to export Toolchains such as

<http://www.yoctoproject.org/docs/current/adt-manual/adt-manual.html>.

And please use build target of bitbake as “core-image-weston(qt)-sdk -c populate\_sdk” to generate package.

Note) When you use “ld” directly but not via gcc (in case of building Kernel, Driver or U-Boot), please disable LDFLAGS with ‘unset LDFLAGS’. Furthermore, in kernel build, ‘make menuconfig’ occurs error by ncurses. In this case, please set PKG\_CONFIG\_PATH and disable PKG\_CONFIG\_SYSROOT\_DIR.

**$ export PKG\_CONFIG\_PATH=$OECORE\_NATIVE\_SYSROOT/usr/lib/pkgconfig  
$ unset PKG\_CONFIG\_SYSROOT\_DIR**

Note) Please do not use same shell environment to other compilation/debugging purpose (also make menuconfig of linux kernel, e.g.) but cross compilation for RZ/G2E|G2M|G2N|G2H which shell environment with “source” command to setup environment variables for the SDK. Because some environment variables for cross compilation interferes execution of other tools on the same shell environment.

**Example of instruction:**

In following examples, it’s assumed that it’s already extracted and prepared recipe environment such as in the instructions of Section 3 (must done just before execution of bitbake, at least). You may reuse ${WORK}/build while you reuse same configuration after executing bitbake as in Section 3 for this purpose.

**Step 1 configure architectures of Host PC which are installed this toolchain**

Please modify SDKMACHINE description on ${WORK}/build/conf/local.conf.

**On ${WORK}/build/conf/local.conf**

# This variable specified the architecture to build SDK/ADT items for and means

# you can build the SDK packages for architectures other than the machine you are

# running the build on (i.e. building i686 packages on an x86\_64 host.

# Supported values are i686 and x86\_64

#SDKMACHINE ?= "i686"

**SDKMACHINE ?= "x86\_64"**

Note) 32bit Ubuntu 14.04 is not supported.

**Step 2 building toolchain package with bitbake**

Note) Please perform “bitbake core-image-minimal -c populate\_sdk” in BSP Only.

**$ cd ${WORK}/build**

**$ bitbake core-image-weston(qt)-sdk -c populate\_sdk**

**$ cp tmp/deploy/sdk/poky-glibc-x86\_64-core-image-weston(qt)-sdk-** **aarch64-toolchain-2.4.3.sh (shared dir. where able to access from each Host PCs)**

**Step 3 Install toolchain on each Host PCs**

**$ sudo (shared dir. where able to access from each Host PCs)/poky-glibc-x86\_64-core-image-weston(qt)-sdk-aarch64-toolchain-2.4.3.sh**

[sudo] password for (INSTALL person): **(password of your account)**

Enter target directory for SDK (default: /opt/poky/2.4.3): **(just a return)**

Extracting SDK...done

Setting it up...done

When it request to re configure please just enter to keep default value

Compile also drivers which will not load (COMPILE\_TEST) [N/y/?] <Enter>

Local version - append to kernel release (LOCALVERSION) [-yocto-standard] -yocto-standard

Automatically append version information to the version string (LOCALVERSION\_AUTO) [Y/n/?] <Enter>

…

SDK has been successfully set up and is ready to be used.

Each time you wish to use the SDK in a new shell session, you need to source the environment setup script e.g.

$ . /opt/poky/2.4.3/environment-setup-aarch64-poky-linux

$ . /opt/poky/2.4.3/environment-setup-armv7vehf-neon-pokymllib32-linux-gnueabi

**Step 4 setup environment variables for each compilation on each Host PCs**

Please setup environment variables as follows or integrate set-up sequence into your build script or Makefile.

**$ cd (Your working directory)**

**$ source /opt/poky/2.4.3/environment-setup-aarch64-poky-linux**

**$ export LDFLAGS=””**

**$ ${CC} (Your source code).c …..**

# Memory map

Following from Figure 2 to Figure 6 show memory map of this RZ/G2E|G2M|G2N|G2H Linux BSP package.

Note)

* The volume of SDRAM is total 2GB (RZ/G2E System Evaluation Board EK874), 4GB (RZ/G2M System Evaluation Board HiHope-RZG2M), 4GB (RZ/G2N System Evaluation Board HiHope-RZG2N), 4GB (RZ/G2H System Evaluation Board HiHope-RZG2H).
* 2GB from 0x00\_4000\_0000 to 0x00\_BFFF\_FFFF is a shadow area from 0x04\_0000\_0000 to 0x04\_7FFF\_FFFF.
* The following regions are used as a secure region. It doesn’t allow U-Boot and kernel to access those regions.
  + 63MB from 0x00\_43F0\_0000 to 0x00\_47DF\_FFFF in SDRAM
  + 16KB from 0x00\_E630\_0000 to 0x00\_E630\_3FFF in System RAM
* **In case the configuration of BSP + 3D Graphics + Multimedia package, it doesn't allow to store any data in "CMA for Lossy comp" (default: 0x00\_5400\_0000 - 0x00\_56FF\_FFFF) region which is for media playback before kernel boots up. Any data stored in this region are read through the decompression module in AXI-Bus, so a normal data (not a decoded frame) will be corrupted.**
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Figure 4. RZ/G2M System Evaluation Board (HIHOPE-RZG2M) memory map (Boot)
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Figure 5. RZ/G2M System Evaluation Board (HiHope-RZG2M) memory map (Linux)
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Figure 6. RZ/G2N System Evaluation Board (HiHope-RZG2N) memory map (Boot)
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Figure 7. RZ/G2N System Evaluation Board (HiHope-RZG2N) memory map (Linux)
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Figure 8. RZ/G2H System Evaluation Board (HIHOPE-RZG2H) memory map (Boot)
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Figure 9. RZ/G2H System Evaluation Board (HiHope-RZG2H) memory map (Linux)

Note)

* Kernel region is assigned by Kernel device tree arch/arm64/boot/dts/renesas/xxx.dts and totally mapped to 1920MB (RZ/G2E System Evaluation Board EK874), 3968MB (RZ/G2M System Evaluation Board HiHope-RZG2M), 3968MB (RZ/G2N System Evaluation Board HiHope-RZG2N), 3968MB (RZ/G2H System Evaluation Board HiHope-RZG2H)

Kernel region consists of 1 part: (RZ/G2E System Evaluation Board EK874)

* + 1920MB from 0x00\_4800\_0000 to 0x00\_BFFF\_FFFF

Kernel region consists of 2 part: (RZ/G2M System Evaluation Board HiHope-RZG2M)

* + 1920MB from 0x00\_4800\_0000 to 0x00\_BFFF\_FFFF
  + 2GB from 0x06\_0000\_0000 to 0x06\_7FFF\_FFFF

Kernel region consists of 2 part: (RZ/G2N System Evaluation Board HiHope-RZG2N)

* + 1920MB from 0x00\_4800\_0000 to 0x00\_BFFF\_FFFF
  + 2GB from 0x04\_8000\_0000 to 0x04\_EFFF\_FFFF

Kernel region consists of 2 part: (RZ/G2H System Evaluation Board HiHope-RZG2H)

* + 1920MB from 0x00\_4800\_0000 to 0x00\_BFFF\_FFFF
  + 2GB from 0x05\_0000\_0000 to 0x05\_7FFF\_FFFF

There are three types of CMA regions.

They are defined in device tree (arch/arm64/boot/dts/renesas/xxxx.dts).

* + Default CMA region: It is for kernel, general drivers and multimedia package.

|  |
| --- |
| linux,cma {  compatible = "shared-dma-pool";  reusable;  reg = <0x00000000 0xXXXXXXXX 0x0 0xYYYYYYYY>;  linux,cma-default;  };  0xXXXXXXXX is start address of CMA region.  0xYYYYYYYY is size of CMA region. |

Note)

* + - * 128 MB in this CMA (RZ/G2M (v1.3, v3.0) |G2N|G2H 512MB, RZ/G2E 256MB) is reserved for kernel and general drivers, and the remaining RZ/G2M (v1.3, v3.0) |G2N|G2H 384 MB, RZ/G2E 128MB is reserved for multimedia package.
      * The CMA region can be adjusted by changing the start address and the size.
      * Should take care of the lack of memory allocated by kernel and general drivers when reducing the region size.
  + CMA region for MMP: It is for multimedia package (specific H/Ws).

|  |
| --- |
| mmp\_reserved: linux,multimedia {  compatible = "shared-dma-pool";  reusable;  reg = <0x00000000 0xXXXXXXXX 0x0 0xYYYYYYYY>;  };  0xXXXXXXXX is start address of CMA region.  0xYYYYYYYY is size of CMA region. |

Note)

* + - * Refer to User’s manual of Memory Manager in order to change CMA region for MMP.
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Figure 10 . RZ/G2 memory map (Virtual)

Note)

* Kernel uses 4KB page size (VA\_BITS=48) and 4 levels of translation tables. Both regions of User and Kernel are 256TB. Refer to Documentation/arm64/memory.txt.
* Detail information about kernel memory map in virtual address space, refer to User’s manual of Kernel.

# U-Boot command

Please refer to U-Boot user's manual about available U-Boot command for RZ/G2 Linux BSP.   
The help or “?” command shows U-Boot command list, but be careful that it includes some unsupported command.

# System Service

In RZ/G2 VLP64 environment, some services are added to root filesystem to assist related drivers.

## Watchdog Service

Watchdog Service is a systemd service, which is used to generate a reset when system is freeze.

It is automatically loaded in root filesystem and runs background during operation with binary file:

/usr/bin/watchdog-test -d -t 60 -e

**/usr/bin/watchdog-test -d -t 60 -e**

This binary is compiled from “tools/testing/selftests/watchdog/watchdog-test.c” in kernel source code.

The meaning of each parameter:

* -d: Turn off the watchdog timer
* -t: set time out to 60s
* -e: Turn on the watchdog timer
* -p: set ping rate (default value is 1s if not set)

To control Watchdog Service interface, we can refer similar commands of systemd service on linux. The following table show supported commands:

Table 2 Supported commands

|  |  |
| --- | --- |
| Command | Description |
| systemctl stop watchdog | Stop Watchdog Service |
| systemctl start watchdog | Start Watchdog Service |
| systemctl restart watchdog | Restart Watchdog Service |
| systemctl disable watchdog | Disable Watchdog Service in root filesystem |
| systemctl enable watchdog | Enable Watchdog Service in root filesystem |

Watchdog Service is automatically activated by default. To turn off Watchdog Service, please choose one of the following ways:

* Stop Watchdog Service in runtime (Turn off only once. If you reset or powering up board again, watchdog service still starts again):
  + systemctl stop watchdog.
* Disable Watchdog Service in runtime (Turn off completely. If you reset or powering up board again, watchdog service does not start):
  + systemctl stop watchdog.
  + systemctl disable watchdog.
* Remove Watchdog Service from BSP packages: remove “watchdog” package in “recipes-images/core-image-renesas-base.inc”

**IMAGE\_INSTALL\_append = " \**

**bash \**

**v4l-utils \**

**i2c-tools \**

**coreutils \**

**- watchdog \**

**"**

## Video Input Initializing Service

In RZ/G2 environment, there is a service named “vin” which automatically sets connecting among VIN, CSI2 and OV5645 camera sensor.

This script automatically sets default links for:

|  |  |  |
| --- | --- | --- |
| **Processor** | **CSI20** | **CSI40** |
| RZ/G2H | VIN4/VC0 | VIN0/VC0 |
| RZ/G2M v1.3 | VIN4/VC0 | - |
| RZ/G2M v3.0 | VIN4/VC0 | VIN0/VC0 |
| RZ/G2N | VIN4/VC0 | VIN0/VC0 |
| RZ/G2E | - | VIN4/VC0 |

To change the connection in runtime, user can use a script at **“/home/root/vin-init.sh”** created by vin service then modify some parameters which are described in this script based on user’s purpose and connection tables (Table 4.3, 4.4, 4.5, 4.6 in Video Capture User’s Manual).

To remove “vin” service from BSP packages, please remove “vin-init” package in “recipes-images/core-image-bsp.inc”:

**IMAGE\_INSTALL\_append = " \**

**….**

**rt-tests \**

**ltp \**

**openssl \**

**- vin-init \**

**"**