Homework III

PLSC 498 – Text as Data

*Professor Kevin Munger Assignment date: 13*th October,2022

This homework is due electronically by 9:59 p.m. EST on Wednesday, October 26, 2021 on Canvas. Late work will incur penalties of the equivalent of one third of a letter grade per day late.

It must be your own work, and your own work only—you must not copy anyone’s work, or allow anyone to copy yours. This extends to writing code. You may consult with others, but when you write up, you must do so alone.

Your homework submission must be in one of the following formats: (1) A set of answers and a clearly commented R code appendix (use comments to identify code relevant to each answer you produced), (2) A report consisting of clearly marked answers, each accompanied by the relevant code (e.g., a report generated using rmarkdown, knitr, or similar). In either case, your code must be included in full, such that your understanding of the problems can be assessed.

# PART 1

1. We would like you to perform some Naive Bayes classification **by hand** (that is, you may use math functions or DFM-creating functions, but not any built-in naive Bayes functions). Make sure to show your work!
   1. Imagine a situation in which you receive emails from the two main U.S. parties in anticipation of the 2020 election. The contents of those emails after all relevant preprocessing are displayed in Table 1. Using the standard Naive Bayes classifier without smoothing, estimate for each party the posterior probability (or rather, the prior multiplied by the likelihood) that the following email was sent by the respective party: “immigration voter aliens help economy”. Report these estimates. Based on these results, which party would you predict sent the mystery email? Explain whether you trust your findings and why.
   2. Now impose Laplace smoothing on the problem and re-estimate each party’s respective posterior probability. Report your findings. Based on these new results, which party would you predict sent the mystery email? Beyond computational reasons (i.e. avoiding log(0)’s), can you think of any theoretical reason why smoothing might make sense (hint: the above data is but a sample of each party’s shared language).

|  |  |
| --- | --- |
| email | content |
| republican1 republican2 republican3 democrat1 democrat2 democrat3 democrat4 | immigration aliens wall emergency country  voter economy president growth security  healthcare cost socialism unfair help  immigration country diversity help security  healthcare universal preconditions unfair help  economy inequality opportunity voter help  abortion choice right women help |

Table 1: Training set of presidential candidate emails.

# PART 2

For this exercise you will use a database of Yelp reviews gathered for a Kaggle challenge. Each user left a star rating of 1-5 along with a written review. You’ll be asked to use some of the supervised learning techniques we’ve discussed in class to analyze these texts.

Download the most recent version from the course GitHub. The data are available in the file “yelp.csv”. Before we get started, be sure to actually read a few of the reviews, to get a feel for the language used, and any potential imperfections in the text created during the scraping process.

# For each task (3) through (6), begin with the raw version of the text, and briefly explain which pre-processing steps are appropriate for that particular task.

1. Before we apply any classification algorithms to the Yelp reviews, we will need a general classifier that tells us whether the review was positive or negative—also referred to as the “actual score.”
   1. Divide the reviews at the empirical median score and assign each review a label as being “positive”—if the user score was greater than the empirical median score—or “negative”—if the review is less than or equal to the empirical median (you can use “1” and “0” as labels if you prefer, just be consistent as you do the exercises below).
   2. For some tasks, we might need “anchor” texts at the extreme of the distribution. Create a character variable (name it “anchor”) that has value “positive” if the user star rating given to a review is equal to 5, “neutral” if the user rating is less than 5 but greater than 1 and finally “negative” if the user rating is equal to 1. Report the proportion of reviews that are anchor positive, neutral and negative.
2. The first method we’ll use to classify reviews as being positive or negative will be dictionary based. To do so, you will use the dictionaries of positive and negative words discussed in Hu Liu (2004)—available on GitHub. You must use the dictionaries provided and may not use any substitutes from R packages.
   1. First, generate a sentiment score for each review based on the number of positive words minus the number of negative words.
   2. Create a histogram to visualize the distribution of the continuous sentiment measure. Your answer should be a graph.
   3. Use the predicted sentiment score to rank the reviews, where 1 is the most positive review and N is the most negative. Does the most positive review have a 5 star rating and the most negative a 1 star rating? If not, read the reviews and discuss potential reasons this might not have worked.
   4. Then, create a vector of dichotomous variables, of equal length to the number of reviews, in which texts that have a positive sentiment score are labeled “positive,” while those with a negative score are labeled “negative”; if any of them have a sentiment score of 0, score them as positive. Report the percent of reviews in each category, and discuss the results.
   5. Evaluate the performance of your model at identifying positive or negative reviews by calculating the accuracy, precision, and recall of the sentiment classifier. Report these findings. In terms of accuracy, how would you evaluate the performance of this classifier? (Hint: is there a baseline we can compare it to?)
3. Next, we’ll train a Naive Bayes classifier to predict if a review is positive or negative.
   1. Use the “textmodel” function in quanteda to train a smoothed Naive Bayes classifier with uniform priors, using 80% of the reviews in the training set and 20% in the test set (Note: features in the test set should match the set of features in the training set. See quanteda’s **dfm match** function.). Report the accuracy, precision, recall.
   2. Were you to change the priors from “uniform” to “docfreq,” would you expect this to change the performance of Naive Bayes predictions? Why? Re-estimate Naive Bayes with the “docfreq” prior and report the accuracy, precision, recall. In terms of accuracy, how would you evaluate the performance of this classifier?
   3. How is accuracy affected if you fit the model without smoothing?
4. Let’s try out a Random forest classifier. **For this question use the first 500 reviews in the dataset.**
   1. As we did for the Naive Bayes model, split the 500-review dataset into a training (80%) and a test set (20%) and construct a document feature matrix for each (Note: features in the test set should match the set of features in the training set).
   2. Using the **randomForest** package fit a random forest model to the training set using the package’s default values for **ntree** and **mtry** (also, set the **importance** argument to TRUE). Having fitted the model, extract the mean decrease in Gini importance for the feature set and order from most important to least important. What are the top 10 most important features according to this measure?
   3. Using the fitted model, predict the sentiment values for the test set and report the accuracy, precision, recall and F1 score.
5. Once more, the Random forest classifier. **For this question use only the anchor “positive” (5 star) and “negative” (1 star) texts identified in Question 2(b).**
   1. Again, split the anchor positive/negative review dataset into a training (80%) and a test set (20%) and construct a document feature matrix for each (Note: features in the test set should match the set of features in the training set).
   2. Using the **randomForest** package fit a random forest model to the training set using the package’s default values for **ntree** and **mtry** (also, set the **importance** argument to TRUE). Having fitted the model, extract the mean decrease in Gini importance for the feature set and order from most important to least important. What are the top 10 most important features according to this measure?
   3. Using the fitted model, predict the sentiment values for the test set and report the accuracy, precision, recall and F1 score. Are they higher or lower than for 5(c)? Why might that be?