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**KNN (K Nearest Neighbors)**

Below are the results of normal, unweighted KNN with k = {1, 3, 5, …, 15}. Accuracies are plotted for each of the eight simulations, as they correspond to each data point on the plot. We clearly see an increase in accuracy as the number of nearest neighbors increases by a significant amount until k = 7. However, any higher value of k results in a similar or worse accuracy at the cost of added computations. Thus, k = 7 proves to be the best number of neighboring data points for the Pima dataset.

**Weighted KNN**

The results for weighted KNN do not showcase a significant boost in accuracy with variation of sigma. There is some increase in accuracy as sigma increases, which follows the general idea of the weight formula (to an extent, this varies from dataset to dataset). As sigma increases, neighbors further away from the current test sample are weighted less:

![https://i.gyazo.com/7d6f9594bbf8bb482ebba57c354bfbaf.png](data:image/png;base64,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)

Note, in the formula, as sigma decreases, the denominator becomes exponentially smaller, thus e is raised to an even larger negative power, resulting in a lower weight value for all samples. In the process, larger distances, which are squared in the numerator of the exponent, are penalized even further as sigma decreases. But, this only holds until a sigma, specific to the dataset, is reached where the perfect balance between weights in far samples and near samples exists.

The results are not significant, but showcase a nice lesson of the impact on accuracy as the value of sigma varies. A sigma value of 0.5 results in a slightly better accuracy compared to sigma values 0.2 and 0.01 .