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**Discussion of results**

With the Pima Indians dataset, origin labels were 0 and 1. After preprocessing, they were converted to -1 and 1. Additionally, 10-fold cross-validation was used to train our adaboost algorithm. The algorithm was run with 10 iterations, 20 iterations, and 50 iterations.

After training the adaboost algorithm with decision stumps as the weak classifiers, the following results were achieved:

|  |  |
| --- | --- |
| **Iterations** | **Accuracy** |
| 10 | .7528 |
| 20 | .7601 |
| 50 | .7667 |

The accuracies are an average over five simulations.

As one can see, the number of iterations largely does not impact the boosting algorithm’s accuracy. There is a slight trend, but it is negligible and is not worth the extra computational time to attempt an increase in accuracy.

**Bishop Exercise 1.3**

*Suppose that we have three coloured boxes r (red), b (blue), and g (green). Box r contains 3 apples, 4 oranges, and 3 limes, box b contains 1 apple, 1 orange, and 0 limes, and box g contains 3 apples, 3 oranges, and 4 limes. If a box is chosen at random with probabilities p(r)=0.2, p(b)=0.2, p(g)=0.6, and a piece of fruit is removed from the box (with equal probability of selecting any of the items in the box), then what is the probability of selecting an apple? If we observe that the selected fruit is in fact an orange, what is the probability that it came from the green box?*

P(apple) = P(apple | r)P(r) + P(apple | b)P(b) + P(apple | g)P(g)

= 3/10 \* 2/10 + ½ \* 2/10 + 3/10 \* 6/10

= 6/100 + 10/100 + 18/100

= 34/100

= **34%**

P(g | orange) = P(orange | g)P(g) / [ P(orange | g)P(g) + P(orange | r)P(r) + P(orange | b)P(b) ]

= [ 3/10 \* 6/10 ] / [ 3/10 \* 6/10 + 4/10 \* 2/10 + ½ \* 2/10 ]

= [ 18/100 ] / [ 18/100 + 8/100 + 10/100 ]

= 18 / (18 + 8 + 10)

= 18 / 36

= ½

= **50%**