ASSIGNMENT-7

Question-1)

#Question 1

train = read.csv("C:\\Users\\KIRAN KONDISETTI\\Desktop\\Train.csv")

test = read.csv('C:\\Users\\KIRAN KONDISETTI\\Desktop\\Test.csv')

test$Age[is.na(test$Age)] = mean(test$Age, na.rm=TRUE)

train$Age[is.na(train$Age)] = mean(train$Age, na.rm=TRUE)

levels(train$Embarked)

levels(train$Embarked)[1] = 'S'

train$Embarked <- sapply(as.character(train$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

test$Embarked <- sapply(as.character(test$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

train$Sex <- ifelse(train$Sex == 'male', 1, 0)

test$Sex <- ifelse(test$Sex == 'male', 1, 0)

#fix(train)

#logistic regression

attach(train)

LR = glm( factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked), data= train, family= 'binomial')

LR.probs = predict(LR, type= 'response', newdata= test)

LR.probs

LR.probs = ifelse(LR.probs > 0.5, 1, 0)

table(LR.probs,test$Survived)

mean(LR.probs == test$Survived)

#LDA

library(MASS)

LDA = lda(factor(Survived)~ factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked) , data= train)

LDA.pred = predict(LDA , newdata= test)

LDA.class = LDA.pred$class

LDA.class

table(LDA.class, test$Survived )

mean(LDA.class != test$Survived)

#QDA

library(MASS)

QDA = qda(factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch + factor(Embarked), data= train, family= binomial)

QDA.pred = predict(QDA , newdata= test)

QDA.class = QDA.pred$class

QDA.class

table(QDA.class, test$Survived )

mean(QDA.class != test$Survived)

.#KNN

library(FNN)

#train$Age <- ifelse(train$Age<18, 1, 0)

#test$Age <- ifelse(test$Age<18, 1, 0)

train$Age <- ifelse(train$Age<18, 1, 0)

test$Age <- ifelse(test$Age<18, 1, 0)

train1= train[, -c(1,2,4,9,10,11)]

test1= test[, -c(1,2,4,9,10,11)]

train.Y = train$Survived

train1

set.seed(12)

knn1 <- knn(train1, test1, train.Y, k=1)

table(knn1, test$Survived)

mean(knn1 != test$Survived)

knn2 = knn(train1, test1, train.Y, k=2)

table(knn2, test$Survived)

mean(knn2 != test$Survived)

knn3 = knn(train1, test1, train.Y, k=3)

table(knn3, test$Survived)

mean(knn3 != test$Survived)

knn4 = knn(train1, test1, train.Y, k=4)

table(knn4, test$Survived)

mean(knn4 != test$Survived)

knn5 = knn(train1, test1, train.Y, k=5)

table(knn5, test$Survived)

mean(knn5 != test$Survived)

|  |
| --- |
| > table(LR.probs,test$Survived)    LR.probs 0 1  0 144 29  1 25 69  > mean(LR.probs == test$Survived)  [1] 0.7977528  > table(LDA.class, test$Survived )    LDA.class 0 1  0 146 30  1 23 68  > mean(LDA.class != test$Survived)  [1] 0.1985019  > table(QDA.class, test$Survived )    QDA.class 0 1  0 130 20  1 39 78  > mean(QDA.class != test$Survived)  [1] 0.2209738 |
|  |
| |  | | --- | | > table(knn1, test$Survived)    knn1 0 1  0 137 33  1 32 65  > mean(knn1 != test$Survived)  [1] 0.2434457  > table(knn2, test$Survived)    knn2 0 1  0 146 39  1 23 59  > mean(knn2 != test$Survived)  [1] 0.2322097  > table(knn3, test$Survived)    knn3 0 1  0 149 34  1 20 64  > mean(knn3 != test$Survived)  [1] 0.2022472  > table(knn4, test$Survived)    knn4 0 1  0 146 37  1 23 61  > mean(knn4 != test$Survived)  [1] 0.2247191  > table(knn5, test$Survived)    knn5 0 1  0 148 41  1 21 57  > mean(knn5 != test$Survived)  [1] 0.2322097 | |

Ans- The suitable value of K for KNN model is 3, which as a misclassification rate of 0.18. The TP of Logistic Regression, LDA, QDA and KNN(K=3) is 144, 146, 130 and 149 respectively. The FP for the models is 25, 23, 39, 20 respectively. True positive value tells us the number of positive classifications classified as positive. True negative value tells us the number of negative classifications classified as positive.

Question2)

#question 2

train = read.csv("C:\\Users\\KIRAN KONDISETTI\\Desktop\\Train.csv")

test = read.csv('C:\\Users\\KIRAN KONDISETTI\\Desktop\\Test.csv')

test$Age[is.na(test$Age)] = mean(test$Age, na.rm=TRUE)

train$Age[is.na(train$Age)] = mean(train$Age, na.rm=TRUE)

levels(train$Embarked)

levels(train$Embarked)[1] = 'S'

install.packages('naniar')

library(naniar)

levels(test$Cabin)

levels(test$Cabin)[1] = 'NA'

attach(test)

formula1 = as.formula('factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked)+Cabin')

LR\_C = glm(formula1,data= test, family='binomial')

LR\_C.probs = predict(LR\_C)

LR\_C.probs = ifelse(LR\_C.probs > 0.5, 1, 0)

mean(LR\_C.probs!= test$Survived)

LR\_C1 = glm(factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked),data= test, family= 'binomial')

LR\_C1.probs = predict(LR\_C1)

LR\_C1.probs = ifelse(LR\_C1.probs > 0.5, 1, 0)

mean(LR\_C1.probs!= test$Survived)

> mean(LR\_C.probs!= test$Survived)

[1] 0.1310861

> mean(LR\_C1.probs!= test$Survived)

[1] 0.1685393

Ans) Training and testing are done on the test data set, since levels present in train and test data set are different. Error named – ‘different levels present’ is displayed when the model is trained on train data and tested on test data. This is the reason test data set is used to train and test the data. The misclassification of the model is 0.131, when cabin was included and 0.1685, when cabin is not included. This tells us that cabin feature has significance when it is included with the other predictors in the model.

Question-3)

#question3

install.packages('vcd')

library(vcd)

attach(train)

#fix(train)

od = glm(factor(Survived)~factor(Pclass) + Sex+ factor(Embarked), data= train, family = 'binomial')

x= od$coefficients

or = exp(x)

or

(Intercept) factor(Pclass)2 factor(Pclass)3 Sexmale

9.66393075 0.45464020 0.12852219 0.07174335

factor(Embarked)C factor(Embarked)Q

1.48318932 1.51868001

Ans- The Adjusted odds ratio is calculated using the model, hence it’s a multi-variate function. Unadjusted odd ratio is calculated for each variable hence it is a Uni-variate function. The adjusted odd ratio for P-class2, P-class3, sex, embarked C and embarked Q is 0.45, 0.12, 0.07174, 1.48 and 1.51. This tells us that when we increase P-class2 by 1 unit there will be a decrease in the response by a factor 0.45, when we increase sex by 1 unit there will be a decrease in the response by a factor 0.07174. And, when we increase Embarked C and Embarked Q by 1 unit there will be an increase in the response by a factor 1.48 and 1.51 respectively.

Question-4)

#question 4

formula = as.formula('factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked)')

LR\_0.5 = glm(formula, data= train, family= 'binomial')

LR.probs\_0.5 = predict(LR\_0.5, type= 'response', newdata= test)

LR.probs\_0.5 = ifelse(LR.probs\_0.5 > 0.5, 1, 0)

table(LR.probs\_0.5,test$Survived)

mean(LR.probs\_0.5!= test$Survived)

LR\_0.2 = glm(formula, data= train, family= 'binomial')

LR.probs\_0.2 = predict(LR\_0.2, type= 'response', newdata= test)

LR.probs\_0.2 = ifelse(LR.probs\_0.2> 0.2, 1, 0)

table(LR.probs\_0.2,test$Survived)

mean(LR.probs\_0.2!= test$Survived)

LR\_0.8= glm(formula, data= train, family= 'binomial')

LR.probs\_0.8 = predict(LR\_0.8, type= 'response', newdata= test)

LR.probs\_0.8 = ifelse(LR.probs\_0.8 > 0.8, 1, 0)

table(LR.probs\_0.8,test$Survived)

mean(LR.probs\_0.8!= test$Survived)

> table(LR.probs\_0.5,test$Survived)

LR.probs\_0.5 0 1

0 144 29

1 25 69

> mean(LR.probs\_0.5!= test$Survived)

[1] 0.2022472

> table(LR.probs\_0.2,test$Survived)

LR.probs\_0.2 0 1

0 97 16

1 72 82

> mean(LR.probs\_0.2!= test$Survived)

[1] 0.329588

> table(LR.probs\_0.8,test$Survived)

LR.probs\_0.8 0 1

0 167 59

1 2 39

> mean(LR.probs\_0.8!= test$Survived)

[1] 0.2284644

Ans- Threshold value of 0.5 is appropriate for survival prediction. The misclassification rate for threshold 0.5 is 0.20.

Question-5)

#question 5

install.packages('ROCR')

library(ROCR)

pred= predict(LR, type= 'response', newdata= test)

pr = prediction(pred,test$Survived)

prf<- performance(pr, measure='tpr', x.measure='fpr')

plot(prf)

abline(0,1)

prf

auc\_ROCR <- performance(pr, measure = "auc")

auc<- auc\_ROCR@y.values[[1]]

auc

> auc

[1] 0.8060621

![](data:image/png;base64,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)

Question-6)

#question 6

#question 6

library(FNN)

train = read.csv("C:\\Users\\KIRAN KONDISETTI\\Desktop\\Train.csv")

test = read.csv('C:\\Users\\KIRAN KONDISETTI\\Desktop\\Test.csv')

test$Age[is.na(test$Age)] = mean(test$Age, na.rm=TRUE)

train$Age[is.na(train$Age)] = mean(train$Age, na.rm=TRUE)

levels(train$Embarked)

levels(train$Embarked)[1] = 'S'

train$Embarked <- sapply(as.character(train$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

test$Embarked <- sapply(as.character(test$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

train$Sex <- ifelse(train$Sex == 'male', 1, 0)

test$Sex <- ifelse(test$Sex == 'male', 1, 0)

LR\_7 = glm(factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked)+Parch+Fare,data = train, family= 'binomial')

summary(LR\_7)

train2= train[, -c(1,2,4,8,9,10,11,12)]

test2= test[, -c(1,2,4,8,9,10,11,12)]

train.Y1= train$Survived

train1

set.seed(12)

knn11 <- knn(train2, test2, train.Y1, k=1)

table(knn11, test$Survived)

mean(knn11 != test$Survived)

knn21 = knn(train2, test2, train.Y1, k=2)

table(knn21, test$Survived)

mean(knn21 != test$Survived)

knn31 = knn(train2, test2, train.Y1, k=3)

table(knn31, test$Survived)

mean(knn31 != test$Survived)

knn41 = knn(train2, test2, train.Y1, k=4)

table(knn41, test$Survived)

mean(knn41 != test$Survived)

knn51 = knn(train2, test2, train.Y1, k=5)

table(knn51, test$Survived)

mean(knn51 != test$Survived)

Output-

|  |
| --- |
| table(knn11, test$Survived)    knn11 0 1  0 135 35  1 34 63  > mean(knn11 != test$Survived)  [1] 0.258427  > table(knn21, test$Survived)    knn21 0 1  0 143 27  1 26 71  > mean(knn21 != test$Survived)  [1] 0.1985019  > table(knn31, test$Survived)    knn31 0 1  0 139 29  1 30 69  > mean(knn31 != test$Survived)  [1] 0.2209738  > table(knn41, test$Survived)    knn41 0 1  0 148 33  1 21 65  > mean(knn41 != test$Survived)  [1] 0.2022472  > table(knn51, test$Survived)    knn51 0 1  0 145 36  1 24 62  > mean(knn51 != test$Survived)  [1] 0.2247191 |
|  |
| |  | | --- | | > | |

Ans) The significant features can be found out using p-values of the predictors from Logistic regression model and they are P-class, sex, age, SibSp. Using these features KNN model is built. The model performs better than the previous model since the misclassification error for K=2 is 0.198.

R-CODE-

#Question 1

train = read.csv("C:\\Users\\KIRAN KONDISETTI\\Desktop\\Train.csv")

test = read.csv('C:\\Users\\KIRAN KONDISETTI\\Desktop\\Test.csv')

test$Age[is.na(test$Age)] = mean(test$Age, na.rm=TRUE)

train$Age[is.na(train$Age)] = mean(train$Age, na.rm=TRUE)

levels(train$Embarked)

levels(train$Embarked)[1] = 'S'

train$Embarked <- sapply(as.character(train$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

test$Embarked <- sapply(as.character(test$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

train$Sex <- ifelse(train$Sex == 'male', 1, 0)

test$Sex <- ifelse(test$Sex == 'male', 1, 0)

#fix(train)

#logistic regression

attach(train)

LR = glm( factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked), data= train, family= 'binomial')

LR.probs = predict(LR, type= 'response', newdata= test)

LR.probs

LR.probs = ifelse(LR.probs > 0.5, 1, 0)

table(LR.probs,test$Survived)

mean(LR.probs == test$Survived)

#LDA

library(MASS)

LDA = lda(factor(Survived)~ factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked) , data= train)

LDA.pred = predict(LDA , newdata= test)

LDA.class = LDA.pred$class

LDA.class

table(LDA.class, test$Survived )

mean(LDA.class != test$Survived)

#QDA

library(MASS)

QDA = qda(factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch + factor(Embarked), data= train, family= binomial)

QDA.pred = predict(QDA , newdata= test)

QDA.class = QDA.pred$class

QDA.class

table(QDA.class, test$Survived )

mean(QDA.class != test$Survived)

.#KNN

library(FNN)

#train$Age <- ifelse(train$Age<18, 1, 0)

#test$Age <- ifelse(test$Age<18, 1, 0)

train$Age <- ifelse(train$Age<18, 1, 0)

test$Age <- ifelse(test$Age<18, 1, 0)

train1= train[, -c(1,2,4,9,10,11)]

test1= test[, -c(1,2,4,9,10,11)]

train.Y = train$Survived

train1

set.seed(12)

knn1 <- knn(train1, test1, train.Y, k=1)

table(knn1, test$Survived)

mean(knn1 != test$Survived)

knn2 = knn(train1, test1, train.Y, k=2)

table(knn2, test$Survived)

mean(knn2 != test$Survived)

knn3 = knn(train1, test1, train.Y, k=3)

table(knn3, test$Survived)

mean(knn3 != test$Survived)

knn4 = knn(train1, test1, train.Y, k=4)

table(knn4, test$Survived)

mean(knn4 != test$Survived)

knn5 = knn(train1, test1, train.Y, k=5)

table(knn5, test$Survived)

mean(knn5 != test$Survived)

#question 2

train = read.csv("C:\\Users\\KIRAN KONDISETTI\\Desktop\\Train.csv")

test = read.csv('C:\\Users\\KIRAN KONDISETTI\\Desktop\\Test.csv')

test$Age[is.na(test$Age)] = mean(test$Age, na.rm=TRUE)

train$Age[is.na(train$Age)] = mean(train$Age, na.rm=TRUE)

levels(train$Embarked)

levels(train$Embarked)[1] = 'S'

install.packages('naniar')

library(naniar)

levels(test$Cabin)

levels(test$Cabin)[1] = 'NA'

attach(test)

formula1 = as.formula('factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked)+Cabin')

LR\_C = glm(formula1,data= test, family='binomial')

LR\_C.probs = predict(LR\_C)

LR\_C.probs = ifelse(LR\_C.probs > 0.5, 1, 0)

mean(LR\_C.probs!= test$Survived)

LR\_C1 = glm(factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked),data= test, family= 'binomial')

LR\_C1.probs = predict(LR\_C1)

LR\_C1.probs = ifelse(LR\_C1.probs > 0.5, 1, 0)

mean(LR\_C1.probs!= test$Survived)

#question3

install.packages('vcd')

library(vcd)

attach(train)

#fix(train)

od = glm(factor(Survived)~factor(Pclass) + Sex+ factor(Embarked), data= train, family = 'binomial')

x= od$coefficients

or = exp(x)

or

#question 4

formula = as.formula('factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked)')

LR\_0.5 = glm(formula, data= train, family= 'binomial')

LR.probs\_0.5 = predict(LR\_0.5, type= 'response', newdata= test)

LR.probs\_0.5 = ifelse(LR.probs\_0.5 > 0.5, 1, 0)

table(LR.probs\_0.5,test$Survived)

mean(LR.probs\_0.5!= test$Survived)

LR\_0.2 = glm(formula, data= train, family= 'binomial')

LR.probs\_0.2 = predict(LR\_0.2, type= 'response', newdata= test)

LR.probs\_0.2 = ifelse(LR.probs\_0.2> 0.2, 1, 0)

table(LR.probs\_0.2,test$Survived)

mean(LR.probs\_0.2!= test$Survived)

LR\_0.8= glm(formula, data= train, family= 'binomial')

LR.probs\_0.8 = predict(LR\_0.8, type= 'response', newdata= test)

LR.probs\_0.8 = ifelse(LR.probs\_0.8 > 0.8, 1, 0)

table(LR.probs\_0.8,test$Survived)

mean(LR.probs\_0.8!= test$Survived)

#question 5

install.packages('ROCR')

library(ROCR)

pred= predict(LR, type= 'response', newdata= test)

pr = prediction(pred,test$Survived)

prf<- performance(pr, measure='tpr', x.measure='fpr')

plot(prf)

abline(0,1)

prf

auc\_ROCR <- performance(pr, measure = "auc")

auc<- auc\_ROCR@y.values[[1]]

auc

#question 6

library(FNN)

train = read.csv("C:\\Users\\KIRAN KONDISETTI\\Desktop\\Train.csv")

test = read.csv('C:\\Users\\KIRAN KONDISETTI\\Desktop\\Test.csv')

test$Age[is.na(test$Age)] = mean(test$Age, na.rm=TRUE)

train$Age[is.na(train$Age)] = mean(train$Age, na.rm=TRUE)

levels(train$Embarked)

levels(train$Embarked)[1] = 'S'

train$Embarked <- sapply(as.character(train$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

test$Embarked <- sapply(as.character(test$Embarked), switch, 'C' = 0, 'Q' = 1, 'S' = 2)

train$Sex <- ifelse(train$Sex == 'male', 1, 0)

test$Sex <- ifelse(test$Sex == 'male', 1, 0)

LR\_7 = glm(factor(Survived)~factor(Pclass) + Sex+ Age+SibSp+ Parch+factor(Embarked)+Parch+Fare,data = train, family= 'binomial')

summary(LR\_7)

train2= train[, -c(1,2,4,7,9,10,11,12)]

test2= test[, -c(1,2,4,7,9,10,11,12)]

train.Y1= train$Survived

train1

set.seed(143)

knn11 <- knn(train2, test2, train.Y1, k=1)

table(knn11, test$Survived)

mean(knn11 != test$Survived)

knn21 = knn(train2, test2, train.Y1, k=2)

table(knn21, test$Survived)

mean(knn21 != test$Survived)

knn31 = knn(train2, test2, train.Y1, k=3)

table(knn31, test$Survived)

mean(knn31 != test$Survived)

knn41 = knn(train2, test2, train.Y1, k=4)

table(knn41, test$Survived)

mean(knn41 != test$Survived)

knn51 = knn(train2, test2, train.Y1, k=5)

table(knn51, test$Survived)

mean(knn51 != test$Survived)