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ХОД РАБОТЫ

**Задание.**

В работе предлагается использовать набор данных notMNIST, который состоит из изображений размерностью 28×28 первых 10 букв латинского алфавита (A … J, соответственно). Обучающая выборка содержит порядка 500 тыс. изображений, а тестовая – около 19 тыс.

Данные можно скачать по ссылке:

* https://commondatastorage.googleapis.com/books1000/notMNIST\_large.tar.gz (большой набор данных);
* https://commondatastorage.googleapis.com/books1000/notMNIST\_small.tar.gz (маленький набор данных).

Описание данных на английском языке доступно по ссылке:

http://yaroslavvb.blogspot.sg/2011/09/notmnist-dataset.html

1. Реализуйте нейронную сеть с двумя сверточными слоями, и одним полносвязным с нейронами с кусочно-линейной функцией активации. Какова точность построенное модели?
2. Замените один из сверточных слоев на слой, реализующий операцию пулинга (Pooling) с функцией максимума или среднего. Как это повлияло на точность классификатора?
3. Реализуйте классическую архитектуру сверточных сетей LeNet-5 (http://yann.lecun.com/exdb/lenet/).
4. Сравните максимальные точности моделей, построенных в лабораторных работах 1-3. Как можно объяснить полученные различия?

**Результат выполнения:**

1. Код реализации:

# definition

model = Sequential()

# adding layers

model.add(Conv2D(16, 5, input\_shape=(28, 28, 1), padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Conv2D(32, 5, padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Flatten())

model.add(Dense(128, activation='relu'))

model.add(Dropout(0.4))

model.add(Dense(10, activation='softmax'))

model.compile(optimizer='rmsprop', loss='categorical\_crossentropy', metrics=['acc'])

2. График представлен ниже:

# definition

model = Sequential()

# adding layers

model.add(Conv2D(16, 5, input\_shape=(28, 28, 1), padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Conv2D(32, 5, padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Flatten())

model.add(Dense(128, activation='relu'))

model.add(Dropout(0.4))

model.add(Dense(10, activation='softmax'))

model.compile(optimizer='rmsprop', loss='categorical\_crossentropy', metrics=['acc'])

3. Код функции потерь:

# definition

model = Sequential()

# adding layers

model.add(Conv2D(16, 5, input\_shape=(28, 28, 1), padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Conv2D(32, 5, padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Flatten())

model.add(Dense(128, activation='relu'))

model.add(Dropout(0.4))

model.add(Dense(10, activation='softmax'))

model.compile(optimizer='rmsprop', loss='categorical\_crossentropy', metrics=['acc'])

4. Функция градиентного спуска:

# definition

model = Sequential()

# adding layers

model.add(Conv2D(16, 5, input\_shape=(28, 28, 1), padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Conv2D(32, 5, padding='same', activation='relu'))

model.add(MaxPool2D())

model.add(Flatten())

model.add(Dense(128, activation='relu'))

model.add(Dropout(0.4))

model.add(Dense(10, activation='softmax'))

model.compile(optimizer='rmsprop', loss='categorical\_crossentropy', metrics=['acc'])

**Программный код:**

from \_\_future\_\_ import division

from mpl\_toolkits.mplot3d import Axes3D

import matplotlib.pyplot as plt

import pandas as pd

import numpy as np

import os

import time

print("BSUIR: Machine Learning, L1")

def h0x(x\_value, theta):

return theta[0] + theta[1] \* x\_value

def compute\_cost(X, Y, theta):

m = len(X)

diff = []

for i in range(0, m):

val = pow(h0x(X[i], theta) - Y[i], 2)

diff.append(val)

cost = (1 / (2 \* m)) \* sum(diff)

return cost

def gradient\_descent(X, Y, theta, iterations, alpha):

"""

From Andrew Ng implementation: without ones vector in X

"""

m = len(X)

J = []

for i in range(iterations):

val = np.zeros(len(theta))

for j in range(0, m):

val[0] += h0x(X[j], theta) - Y[j]

for k in range(1, len(theta)):

val[k] += (h0x(X[j], theta) - Y[j]) \* X[j]

for z in range(0, len(theta)):

theta[z] = theta[z] - (alpha / m) \* val[z]

J.append(compute\_cost(X, Y, theta))

return [theta, J]

def gradient\_descent\_not\_vectorized(X, Y, theta, iterations, alpha):

"""

For reducing impact of compute\_cost\_vectorized vs compute\_cost

"""

m = len(X)

J = []

for i in range(iterations):

val = np.zeros(len(theta))

for j in range(0, m):

for k in range(0, len(theta)):

val[k] += (h0x\_vectorized(X[j], theta) - Y[j]) \* X[j][k]

for z in range(0, len(theta)):

theta[z] = theta[z] - (alpha / m) \* val[z]

J.append(compute\_cost\_vectorized(X, Y, theta))

return [theta, J]

def h0x\_vectorized(X, theta):

return X.dot(theta)

def compute\_cost\_vectorized(X, Y, theta):

# J = (1 / (2 \* m)) \* (X \* theta - y)' \* (X \* theta - y); % equally (sum(power(X, 2)))

m = len(X)

temp = (h0x\_vectorized(X, theta) - Y)

return (1 / (2 \* m)) \* np.dot(temp.T, temp)[0][0]

def gradient\_descent\_vectorized(X, Y, theta, iterations, alpha):

m = len(Y)

J\_history = []

for i in range(iterations):

# theta = theta - alpha \* (1/m) \* (((X\*theta) - y)' \* X)'; % Vectorized

h0x = (h0x\_vectorized(X, theta) - Y).T

dt = np.dot(h0x, X).T

a = alpha \* (1 / m) \* dt

theta = theta - a

J\_history.append(compute\_cost\_vectorized(X, Y, theta))

return [theta, J\_history]

def feature\_normalization(X):

X = X.T

for i in range(1, len(X)):

mu = np.mean(X[i])

s = np.std(X[i], ddof=1) # TODO: learn more about ddof

X[i] = (X[i] - mu) / s

return X.T

def normal\_eqn(X, Y):

# theta = pinv(X' \* X) \* (X' \* y); % Vectorized

return np.dot(np.linalg.inv(np.dot(X.T, X)), np.dot(X.T, Y))

if \_\_name\_\_ == '\_\_main\_\_':

# 1

file\_path = os.path.join(os.path.dirname(\_\_file\_\_), 'data', 'ex1data1.csv')

data\_frames = pd.read\_csv(file\_path)

x = data\_frames['population']

y = data\_frames['profit']

x = list(x) # np.array(x)

y = list(y)

# 2

fig, ax = plt.subplots()

ax.scatter(x, y)

plt.show()

# 3

theta = [0, 0]

print('With theta = [0 ; 0]\nCost computed: ', compute\_cost(x, y, theta))

print('Expected cost value (approx) 32.07\n')

theta = [-1, 2]

print('\nWith theta = [-1 ; 2]\nCost computed: ', compute\_cost(x, y, theta))

print('Expected cost value (approx) 54.24\n')

# 4

iterations = 1500

alpha = 0.01

print('Running Gradient Descent ...\n')

# run gradient descent

theta = [0, 0]

[theta, J1] = gradient\_descent(x, y, theta, iterations, alpha)

print('Theta found by gradient descent:', theta)

print("Cost: ", compute\_cost(x, y, theta))

print('Expected theta values (approx): -3.6303 1.1664\n\n')

ax.plot([4, 23], [h0x(0, theta), h0x(23, theta)], 'red')

plt.show()

# 5

u = np.arange(-5, 5, 0.1)

v = np.arange(-5, 5, 0.1)

z = np.zeros((len(u), len(v)))

for i in range(len(u)):

for j in range(len(u)):

z[i][j] = compute\_cost(x, y, [u[i], v[j]])

u, v = np.meshgrid(u, v)

fig = plt.figure()

ax = fig.gca(projection='3d')

surf = ax.plot\_surface(u, v, z, linewidth=0, antialiased=False)

plt.show()

fig, ax = plt.subplots()

plt.contour(u, v, z, np.logspace(-2, 3, 20))

plt.show()

# 6

file\_path = os.path.join(os.path.dirname(\_\_file\_\_), 'data', 'ex1data2.csv')

data = pd.read\_csv(file\_path)

# 7-8

X = data.iloc[:, 0:2] # read first two columns into X

Y = data.iloc[:, 2] # read the third column into y

m = len(Y)

ones = np.ones((m, 1))

X = np.hstack((ones, X)) # [x1, x2] => [1, x1, x2]

theta = np.zeros((3, 1))

Y = Y[:, np.newaxis] # convert to a matrix

print('With theta = [0; 0; 0]\nCost computed: ', compute\_cost\_vectorized(X, Y, theta))

print('Expected cost value (approx) 65591548106.45744\n')

print('Without normalization: \n')

# Can not be calculated since numbers are too large

# print(gradient\_descent\_vectorized(X, Y, theta, iterations, alpha)[0])

print('With normalization: \n')

X = feature\_normalization(X)

start1 = time.time()

[theta, J1] = gradient\_descent\_not\_vectorized(X, Y, theta, iterations, alpha)

end1 = time.time()

print('Time gradient not vectorized: ', end1 - start1, theta)

start2 = time.time()

[gdv, J] = gradient\_descent\_vectorized(X, Y, np.zeros((3, 1)), iterations, alpha)

end2 = time.time()

print('Vectorized time: ', end2 - start2)

print('Solution: ')

print(gdv)

# 9

objects = ('Vectorized', 'Not-Vectorized')

y\_pos = np.arange(len(objects))

performance = [end2-start2, end1-start1]

plt.bar(y\_pos, performance, align='center', alpha=0.5)

plt.xticks(y\_pos, objects)

plt.ylabel('Time (s)')

plt.title('Performance')

plt.show()

# 10

year = range(0, iterations)

plt.plot(year, J, color='orange')

plt.xlabel('Iterations')

plt.ylabel('Cost J')

plt.title('Cost by iterations')

plt.show()

# 11

theta = normal\_eqn(X, Y)

print('Normal equation: \n')

print(theta)