1. Background
   1. History
      1. Several key events began to occur that sparked the movement for non-strict or “lazy” evaluation
         1. “Cons should not evaluate its arguments” by Dan Friedman and David Wise, and “A lazy evaluator” by Peter Henderson and James H. Morris Jr. were published in 1976.
         2. David Turner changed SASL to a non-strict language in 1976, and showed the usefulness of list processing by lazy evaluation.
         3. Some individuals were attempting to apply graph reduction principles to software.
         4. Research was conducted on the use of dataflow and graph reduction machines to solve problems as a non-von Neumann architecture.
         5. Over the next several years, several conferences and meet-ups began to emerge such as the first Lisp conference in August 1980, the Advanced Course on Functional Programming and its Applications in July 1981, the first conference on Functional Programming Languages and Computer Architecture (FPCA) in September 1981, and the second Lisp conference in September 1982 that marked the beginning of the biannual Lisp and Functional Programming conference (LFP).
         6. Many languages like Miranda, Lazy ML, Orwell, and Clean were developed to meet this growing interest in non-strict evaluation, but many seemed to implement similar features and none had much backing as Miranda, developed by David Turner.
      2. Haskell's genesis started with Simon Peyton Jones' visit to Paul Hudak at Yale on his trip to FPCA in the fall of 1987, upon which they “decided to initiate a meeting during FPCA, to garner interest in designing a new, common functional language” (p. 12-3), which was also encouraged by Philip Wadler.
         1. At the meeting it was decided that the best place to start developing the new language would be from an existing one. Since Miranda was deemed to be the best language for the task, the committee decided to first approach Turner about the adoption of his language. In response the request, Turner stated that he wished to prevent multiple dialects of Miranda and declined the committee invitation (Hudak et al., 2007).
         2. From this point, the committee decided to set up an email mailing list fplangc@cs.ucl.ac.uk in order to communicate remotely, and eventually met up for their first planned meeting at Yale between January 9-12 in 1988. At this meeting, the group initially decided to establish its goals for the language as following:
            1. It should be suitable for teaching, research, and applications, including building large systems.
            2. It should be completely described via the publication of a formal syntax and semantics.
            3. It should be freely available. Anyone should be permitted to implement the language and distribute it to whomever they please.
            4. It should be usable as a basis for further language research.
            5. It should be based on ideas that enjoy a wide consensus.
            6. It should reduce unnecessary diversity in functional programming languages. OL became the language chosen as a baseline.

Ultimately, the group abandoned OL and exclusive use of proven ideas, and never developed formal semantics. The other main items of discussion were concerned with the committee process and the name of the language. At first, the group decided upon “Curry,” named after Haskell B. Curry, whose contribution to Combinatory Logic was the basis upon which functional programming was built; however the group decided to avoid confusion and puns by instead using “Haskell” with permission from Mrs. Curry.

* + 1. The next most important meeting was at the University of Glasgow, April 6-9, 1988, where many unresolved issues were discussed and Hudak and Wadler were designated as the editors for the first Haskell report. This was followed by other meetings and emails until the Haskell version 1.0 Report was published in April 1990, soon after which the original mailing list was disbanded in place of a public mailing list. Other subsequent reports included:
       1. Haskell version 1.1 Report (August 1991) – Let expressions and operator sections allowed for the first time.
       2. Haskell version 1.2 Report (March 1992) – Minor changes and an appearance in *SIGPLAN Notices*.
       3. Haskell version 1.3 Report (May 1996) – A library report was added to enhance portability, Monadic I/O was added and I/O semantics were dropped, type classes were generalized to higher kinds using constructor classes, and algebraic data types were extended with new-types, strictness annotations, and named fields.
       4. Haskell version 1.4 Report (April 1997) – List comprehensions were generalized to arbitrary monads.
       5. Haskell 98 Report (February 1999) – The community agreed to support of a stable standard for the language and list comprehensions reverted to just lists.
       6. Revised Haskell 98 Report (December 2002) – Cambridge University Press published the Report as a book while still allowing the entire text to be freely available online.

Several other significant events occurred during this time as well, such as the founding of Haskell's website, haskell.org, in 1994 which is maintained by Hudak's group at Yale, and the Haskell committee turned over control of the language to the Haskell community while setting Jones over the Report as the sole editor between 1999-2002.

* + 1. Regardless of Turner's decision to prevent dialects of Miranda, Haskell's development was highly influenced by it, which also makes Haskell a descendant of ML (Sebesta, 2004). Aspects of Miranda that influenced Haskell include the general methods of purity, higher, order, laziness, and static typing. Other similarities are found in terms of syntax for “the equational style of function definitions, especially pattern matching, guards, and where clauses; algebraic types; the notation for lists and list comprehensions; writing pair types as (num,bool) rather than the int\*bool of ML; capitalisation of data constructors; lexically distinguished user-defined infix operators; the use of a layout rule; and the naming of many standard functions” (Hudak et al., 2007).
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