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# 摘 要

工业报警系统就是在工业生产过程中，通过有针对性的监控生产环境中可以反应设备运行状况的过程变量，对过程变量进行有效处理，从而决定是否报警。报警系统的性能一般可以由三个性能指标来评估，即误报率（FAR）、漏报率（MAR）、平均报警延时（AAD）。传统的报警器设计方法通常是在获取过程变量分布的特征后，在过程变量满足独立同分布的条件下，通过理论推导计算出三个性能指标的概率表达式，然后通过优化报警器的阈值等参数，设计出满足一定性能指标要求的报警器。虽然概率模型能描述过程变量整体上和宏观上的变化规律，但在时间维度上，面对实际工程应用中过程变量变化趋势的不确定性，过程变量连续采样值之间的微观变化规律难以被捕捉到，传统的概率模型方法便不再适用。而Dempster-Shafer（DS）证据理论在处理不确定信息方面相对概率法具有一定的优势，已有学者将其应用到报警器的设计中，并取得了显著的效果。本文综合考虑了过程变量变化的宏观概率特性和微观动态特性设计性能更加优越的报警器，主要工作如下：

（1）均值变点检测和有限混合高斯的过程变量概率模型构造方法。实际生产环境中，采集到的过程变量可能不具有对应的设备状况标签。将二元分割法（Binary Segmentation，BS）与Pettitt检验法相结合（BS-Pettitt）进行多变化点检测，然后进行过程变量正常数据和异常数据的分类。基于有限高斯混合模型分别估计出正常数据和异常数据的概率密度模型，为后续报警器设计打下基础。

（2）基于概率型证据迭代更新的工业报警器设计方法。通过概率密度值的归一化将过程变量数据转化为报警证据，利用证据推理规则迭代融合当前和历史时刻的报警证据，并利用融合后的报警证据进行决策。通过仿真和实际工业案例对比实验说明该方法的优势。

（3）样本不均衡下的报警证据构建及工业报警器设计。当过程变量数据表现出不均衡特性（这里指异常样本数据量小），且生产过程中正常、异常状态切换较为频繁时，用其估计的概率密度模型会不够精确，变得十分尖锐，不够平滑，非常影响上一章节基于概率型工业报警器设计中报警证据的准确性。利用似然概率归一化方法构建过程变量的参考证据矩阵（REM），以客观描述样本不均衡分布的情况。当获取过程变量的在线样本后，用其激活REM中的参考证据并生成相应的报警证据。

**关键词**：工业报警器设计，证据理论，证据推理，遗忘策略
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# 第1章 绪论

## 1.1 研究背景及意义

在科学技术发展快速的今天，各行各业都在加快信息化的步伐。信息沟通交换的领域也在不断扩大，覆盖了各种设备运行过程的每一个层次。与此同时，由于工业生产过程中的复杂性，现代工业装备也越来越庞大和复杂，质量、成本和安全要求越来越高,需要在关键时刻做出及时有效的诊断,以及有效的应对措施。例如在电力、石化、钢铁、化工这些行业中，工厂设备由数以千计的传感器和执行器，以及有线或无线通信设备和众多控制回路组成，一旦这些设备的关键组成部分出现了异常，极易使整个设备无法正常运行，轻则降低设备的运行效率，重则导致重大生产事故。

根据权威机构的数据统计表明，自2005年以来，全世界炼油和石化行业已累计发生超过上千起重大事故[1]，例如，英国德克萨斯石油公司炼油厂在2005年遭受到了一场史无前例的工业灾难，这场灾难导致了195名人员伤亡，15亿美元的财产损失，事故的一个重要原因就是机组液体含量的报警装置失效，致使易燃液体泄漏导致爆炸。这种异常的生产过程不仅严重影响工厂的经济效益,而且影响人们的人身安全。全世界为此付出了大量的人员和财产损失，造成了严重的社会影响和许多不稳定因素。因此有效的过程监测和报警管理系统已经成为工业生产过程中面临的重要问题。

报警系统目前已经在诸如可编程控制器件（PLC）、分散控制系统（DCS）以及数据采集与监控系统（SCADA）中得到了广泛应用[8]。它主要通过有针对性的监控生产环境中能够反映设备运行状况的过程变量，对过程变量进行有效处理。当工业设备处于异常运行状态或设备故障时，能够及时给相关操作人员进行提醒受益于数据采集与监视系统的发展以及数据处理技术和信息融合等技术在故障诊断领域中的应用，工业设备的主要过程变量都能够被有效监测[]。报警器通过对过程变量进行处理做出相应的报警动作，这对操作者可以监控设备运行工况并及时发现设备故障起到了十分关键的作用。

标准流程工业报警系统管理标准（ISA）和工程设备和材料用户协议（EEMUA）通过对各种类型的报警数据分析得出，设备操作人员响应并处理一个报警平均需要十分钟，故操作员每小时接收的警报不得超过六个。但实际情况并非如此，根据工业调查，简单的工业报警器设计方法使得工业工厂的操作人员经常收到许多无用的报警（即干扰报警），比每小时警报标准多十倍、百倍甚至数千倍，严重影响报警系统的性能，降低报警系统效率，浪费了大量的人力和物力，这种现象被称为报警泛滥现象。这种现象会使得报警系统无法正确反映工业设备的状态，还会大大增加设备操作人员的工作压力，使操作人员无法及时有效地处理真正需要解决的异常报警。此外，大量的干扰报警有可能将真正有价值的报警信号淹没，报警系统形同虚设，造成异常工况发生时无法得到及时的处理，从而引发工业事故。为确保成本效益、劳动力和设备的安全以及产品质量，必须及时发现故障，并尽快采取适当措施。因此，设计更优的报警系统具有很高的实践意义和潜在的经济效益。

## 1.2 工业报警器设计方法的研究现状

由于工业生产的需求，人们在报警系统领域做出了很多的研究，这些研究的目标是使报警系统更加准确和敏捷。文献[]给出了工业报警器设计方法的基本原理：首先在工业设备的合理位置上安装传感器，然后对获取的过程变量数据进行分析和处理，最后利用合理的报警决策方法决定是否报警。以上最重要的是设置合理的报警阈值，设备的报警阈值可以通过专家以及工程经验获取，也可以通过对设备正常运行状态下过程变量的统计分析得到其置信区间确定。目前工业报警系统应用最广泛也是最简单的是“直接门限法”，这是一种最基本的报警器设计方法，亦即对过程变量不做任何处理，直接将过程变量与报警阈值进行比较判别，从而决策是否发出警报。显然，这种最为基本的报警器设计方法不能应对复杂的应用对象以及测量环境，不能有效地处理报警泛滥现象。

近年来不少学者在直接门限法基础上，提出了众多工业报警器设计方法，主要有滑动滤波，时间延迟以及设计死区的方法对报警器进行优化[]。这些方法都是在将过程变量与设定报警阈值比较判别之前，预先对其进行预处理，以达到理想的报警效果。其中滑动滤波方法主要有滑动平均滤波、滑动方差滤波以及中值滤波等，他们都是将过程变量的采样值经过滤波处理，有效滤除测量中的随机噪声后，再与设定的报警阈值进行比较来判别是否发出警报。时间延迟方法的思路是连续多个过程变量采样值高于（低于）报警阈值时才发出（清除）警报，这种方法在一定程度上可以抑制报警泛滥的现象，但在真正的警报来临时，会产生较大的报警延迟时间，并不适用于所有工况。死区方法分别设定了高、低两个报警阈值用来发出（清除）警报，当过程变量采样值高于高报警阈值时发出警报，直到低于低报警阈值时才解除警报，这种方法主要适用于过程变量采样值跳变幅度较大的情况。文献[song3]首先对以上方法的报警机理做出了详细的介绍，根据不同的工业场景选择合适的报警器设计方法，并将这些方法封装为工具箱函数以便应用，但是并未给出具体的评价报警器性能的指标，以及如何设计最优报警阈值、滤波阶数和延迟步数等参数的具体方法。

文献[]指出，报警系统通常从精确度和灵敏度两个方面进行评估，其中精确度是指：在异常工况下报警器发出警报处于激活状态并且在正常工况下报警器处于不激活状态，可以通过误报率（FAR）和漏报率（MAR）两项性能指标来度量该特征。过高的误报率意味着报警器产生过多的错误警报，从而对操作者造成不必要的干扰；而漏报率过高,则意味着所设计的报警器性能较差。此时则需要对报警器进行改善。为了权衡误报率和漏报率，求出精确度更高的报警器，文献[weng15]将接受者操作特性曲线（ROC）引入到报警器的设计当中，绘制ROC曲线，获取使误报率和漏报率与原点位置（理想报警性能指标FAR=0，MAR=0）距离最近的最优报警阈值。在误报率、漏报率降低的同时，即优化报警器精确度的条件下，又会给报警器带来一定程度的报警延迟，从而引入了报警器的灵敏度指标。灵敏度是指：当设备从正常过渡到异常时，故障发生与发出警报之间的平均时间差，通过平均报警延迟（AAD）来表征报警系统的灵敏程度。若其值很小，则意味着当设备发生异常时，报警系统能迅速进入报警状态，使操作人员能够有更多的时间迅速进行技术处理，反之设备故障得不到及时处理，从而导致更加严重的后果。此外，值得注意的是，大多数报警系统的设计方法必须在精确度（FAR、MAR）和灵敏度（AAD）之间进行权衡，即精确度的提高往往伴随着灵敏度的降低，反之亦然。一般来说，在确保容许灵敏度的同时，理想的报警器设计应倾向于尽可能高的精确度。目前求取最优报警性能指标下的参数主要有两种方法，一是通过ROC曲线，在AAD达到要求的情况下，尽可能降低误报率和漏报率以求出最优参数，二是将三个报警性能指标加权作为目标函数，利用优化算法求出最优参数。

基于概率模型的报警器设计方法是工业界的主流，这些方法的实施一般分为两个步骤：步骤一是通过过程变量的历史数据拟合出变量在正常和异常状态下的概率密度函数（PDFs）；步骤二是选定报警方法（死区方法、时间延迟方法、滤波方法等），在假设过程变量符合独立同分布的情况下，通过过程变量的PDFs计算在各种方法下FAR、MAR和AAD的概率表达式。然后，基于这些概率模型获取各种方法对应的最优参数（报警阈值、时间延迟步数、滤波器阶数等）。基于上述报警器的性能指标，在概率分布已知并假设过程变量采样值都是满足独立同分布的随机变量的情况下，文献[]和文献[]通过马尔科夫的马氏链，分别获得时间延迟方法和死区方法的FAR、MAR和AAD概率表达式；文献[]通过过程变量均值函数的积分运算，获得滑动平均滤波方法的FAR、MAR概率表达式。在求出这些性能指标的概率表达式之后，可绘制关于这些指标的接受者操作特征曲线（ROC），从中确定最优的报警器参数，包括报警阈值、时间延迟步数、滤波器阶数等。文献[]给出了时间延迟法中报警阈值以及采样延迟步数这两个报警器参数的具体设计步骤，即给定采样延迟步数时设计报警阈值、给定报警阈值时设计采样延迟步数以及同时设计报警阈值和阈值。

但以上基于概率模型的报警器设计方法仍然存在缺点，（1）概率模型是宏观模型描述所有历史数据的变化规律，无法细致刻画过程变量在连续时间上的变化规律，因为以上三种方法的理论报警性能指标都要求独立同分布才能继续推导，性质越差，理论性能指标和实际性能指标相差越大；（2）最终决策还要借助和报警阈值对比给出0或1的确定性推断，对于决策的不确定性描述不充分。因此基于概率模型的报警器设计方法仍有较大的改进空间。

随着不确定信息处理、故障诊断以及信息融合理论的迅速发展，使得设计性能更加优越的基于概率模型的报警器成为可能。其中DS（Dempster-Shafer）证据理论方法将将点值函数形式的概率测度推广到了集合函数形式上，定义了基本信度赋值函数（也叫作证据），并由其推导出了置信函数和似真函数，传统的概率测度只是DS证据理论的一种特殊形式[weng19xu1718]。它可以灵活处理不精确的信息，更能刻画决策的不确定性，特别是该理论中提供的证据组合和更新规则，可以将多个证据进行融合，降低不确定性，提供了比单个证据更加准确可靠的融合结果，使得在工程应用中更易于做出正确的决策。

文献[]提出的条件化线性更新方法首次将DS证据理论引入到报警器的设计当中，并且通过大量仿真实验和工业实例表明基于该理论报警器设计方法可以大大降低误报率和漏报率，相较于滑动滤波、时间延迟和死区等传统方法有了较大的提升，并且在一定程度上可以权衡报警器的精确度和灵敏度。该文献利用基于梯形模糊隶属度函数的信息转换机制，将过程变量采样值转换为报警证据。用于描述过程变量支持系统正常、异常两种状态发生的信度，将0和1细化为分布的形式以此描述报警决策的不确定性。然而该种转换机制适用于过程变量历史样本比较少的情况，因为模糊隶属度函数对于过程变量宏观变化规律的描述较为粗糙，导致转换的精确性较差。其次，该文献给出了条件化证据的线性更新规则，考虑过程变量前后变化的连续规律，实现了历史和当前报警证据的融合，利用融合后生成的证据进行报警决策。但是，该更新过程用到的是较为简单的线性融合策略，对于报警证据间的微观关联关系刻画的不够细致，从而会影响最终报警性能。随着工业发展对报警器性能要求的不断提高以及证据理论本身的发展和完善，完善以上不足设计性能更优的报警器是本文随后章节的研究重点。

## 1.3 本文研究内容及其结构安排

本文所做的研究内容得到了国家自然科学基金项目：“基于动态置信规则推理的\*\*\*\*故障智能诊断方法(6\*\*\*\*\*08)”、浙江省自然科学基金项目：“基于不完备置信规则库的\*\*\*\*智能故障诊断与技术状态评估(LY\*\*\*\*\*11)”等项目的资助。此外，本文各个章节的研究内容及其结构安排如下：

第1章 绪论。本章主要叙述了工业报警器在复杂工业过程中的应用背景及意义，论证了报警器对于保证工业设备安全平稳运行的重要性；然后具体介绍了一些经典工业报警器的设计方法以及应用场景，引入评估报警器的三个性能指标。最后基于目前的研究现状，从不确定性信息处理角度进行分析，将证据理论引入到报警器设计当中，并对报警器设计中存在的问题进行分析，提出自己的研究思路。

第2章 工业报警器的性能评估指标。首先介绍报警器三个主要性能指标的概念和意义；然后给出三种常用报警器设计方法中基于概率统计下三个性能指标的理论计算方法。

第3章 不确定信息融合理论基础。介绍DS证据理论和证据推理（ER）的基础知识，并对其数学描述和推理原理做出了详细的论述，为后续的报警器设计奠定了理论基础。

第4章 二分递归Pettitt和有限混合高斯的过程变量概率模型构造方法。本章节主要是过程变量的数据预处理。首先通过进行二分递归Pettitt突变点检测，将过程变量的正常和异常部分区分开来；然后基于有限高斯混合模型（FGM）分别估计正常和异常部分的概率密度模型；最后通过仿真案例验证该预处理方法的准确性。

第5章 基于概率型证据迭代更新的工业报警器设计。基于FGM概率密度模型通过似然概率归一化精细化地计算出每一时刻过程变量对应的报警证据，基于ER（Evidence Reasoning）规则递推地将历史时刻的决策报警证据与当前时刻的报警证据进行非线性更新融合得到当前时刻的决策报警证据，并且综合证据不确定度以及报警器性能指标构建遗传算法的多目标优化模型。由于报警决策中综合考虑了当前和历史报警信息，能够动态捕获过程变量样本数据的趋势，在一定程度上克服了传统报警器设计方法带来的误报和漏报问题。最后，分别通过仿真实验和电机转子平台实验，将所提方法与基于概率的滑动平均滤波和时间延迟方法进行对比，结果表明所提方法具有更优的综合性能。

第6章 样本不均衡下的报警证据构建及工业报警器设计。作为评价高炉生产状况最重要的指标之一，铁水中的含硅量需要保持在合理的区间内，因此可将它作为关键过程变量并设计相应的报警器，以实现高炉生产状态的监测与异常报警。含硅量监测样本数据通常表现出不均衡特性（异常样本少，正常样本多）并且生产过程中正常、异常状态切换较为频繁等显现，由于异常样本少，用其估计的概率密度模型会不够精确，变得十分尖锐，不够平滑，非常影响上一章节基于概率型工业报警器设计中报警证据的准确性。本章节提出了当异常样本较少时，利用过程变量构建似然函数，通过似然概率归一化方法构建过程变量的参考证据矩阵（REM），以客观描述样本非均衡分布的情况；最后基于REM生成被样本激活的报警证据，继续证据迭代融合的工业报警器设计。

第7章 总结与展望。本章总结了本文的研究内容，并展望了下一步报警器设计的研究方向。

图1.1 论文整体结构

# 第2章 工业报警器性能评估指标

## 2.1 引言

对报警器的性能进行合理评估是报警器设计过程中极其重要的环节，评估报警系统的性能和效率是对其进行改善的前提。目前报警领域公认的最基本并且最重要的性能指标分别是误报率（FAR）、漏报率（MAR）和平均报警延迟（AAD）[SONG17]，这个评价体系已经成为在报警器设计时需要严格遵循的基本准则之一。本章首先介绍了这三个性能指标的基本概念和意义，给出了最基本的基于样本统计的性能指标表达式以及概率统计下的性能指标理论表达式。然后在概率统计分布已知的情况下，给出滑动滤波、时间延迟以及死区方法这三种常用报警器设计方法的性能指标理论表达式。

## 2.2 报警器性能指标的概念与意义

### 2.2.1基于样本统计的性能指标计算方法

在工业生产中，信号采集装置经过传感器装置对被监控设备进行采样，采样周期是*h*，得到的离散采样信号称为过程变量*x*，对它在某一时刻观测的离散采样信号记为*x*(*t*)，根据设备安全运行的需要设置报警阈值，记为*xtp*。实际生产中报警器存在着两种工作状态，即“报警”状态和“不报警”状态，对应的过程变量*x*记为正常状态和异常状态，即此刻的生产工况是“无故障”和“故障”两个场景，三者之间的对应关系如图2.1所示。

图2.1 设备运行场景-过程变量状态-报警器动作的对应关系图

最简单同时也是应用最广泛的“直接门限法”：当过程变量采样值*x*(*t*)大于报警阈值*xtp*时，会发出警报；反之，不发出警报。但是在实际生产环境下，由于传感采集设备、*x*(*t*)的不确定性以及报警阈值*xtp*选择等因素的影响，都会导致两种类型的错误报警产生，即误报警和漏报警。误报警是在过程变量*x*处于正常状态下发生的警报，而漏报警是在过程变量*x*处于异常状态下未发出警报。假设过程变量*x*的一组采样序列为{*x*(1*h*) , *x*(2*h*),, *x*(*Th*))}，该段序列经历一次了从正常状态过度到异常状态的转变，则可以给出报警器设计中的混淆矩阵，如表2.1 [21]。

表2.1 报警器设计中的混淆矩阵

|  |  |  |  |
| --- | --- | --- | --- |
|  | | 真实状态（过程变量*x*的状态） | |
| 正常 | 异常 |
| 报警决策 | 未报警 | 未警报(*TN*) | 漏报 (*MA*) |
| 报警 | 误报 (*FA*) | 警报 (*TA*) |

表中的*TN、FA*、*MA、TA*等变量，分别表示各种状态条件下，报警器正确报警、误报和漏报的个数，并且它们的总和等于样本序列长度*T*。因此，报警器的误报率（FAR）和漏报率（MAR）的定义如下

FAR和MAR是报警器最基本也是最重要的指标，是报警器精确度的体现，根据*xtp*选取的不同，FAR和MAR也会不同，文献[15]将接受者操作特性曲线（ROC）引入到报警器的设计过程中来，通过绘制ROC曲线来描述当阈值取不同数值时的FAR和MAR变化情况，获取使误报率和漏报率与原点位置欧式距离最小的最优报警阈值。

为了进一步衡量报警器的灵敏性，如下图所示，给出了过程变量*x*(*t*)从正常状态过渡到异常状态的整个过程，假设从*t*0时刻后设备进入异常状态，但是实际报警器在*ta*时刻才能产生报警，那么在这个过程中，报警器的时间延迟为*tdelay* =*ta*-*t*0。图2.2是一组过程变量样本序列{*x*(1*h*) , *x*(2*h*) , *x*(3*h*) ,, *x*(1999*h*) , *x*(2000*h*)}，*h*=1s，总长度是2000，其中*t*<1000s时是正常状态，*t*1000s时是异常状态，若采用直接门限法，在*t*=1001s时该过程变量从正常状态跳变到异常状态，那么该序列下的报警延迟时间为*tdelay* =1001-1000=1s。若有*n*组这样的过程变量序列，同样可得到每组序列的报警时间延迟为*t*1 delay, … *tn delay*,那么这*n*组序列的平均报警时间延迟（AAD）为[]

图2.2过程变量*x*(*t*)从正常状态到异常状态

图 2.3过程变量*x*(*t*)从正常状态变化到异常状态

### 2.2.2基于概率统计的性能指标计算方法

随着对监控采集设备运行机制的不断深入以及对过程变量采样数据的增加，可以对大量的历史采样数据进行统计分析。当过程变量的概率分布已知时，可以给出FAR、MAR和AAD三个性能指标的概率表达式[]。假设分别得到过程变量处于正常状态下的概率密度函数*p*(*x*)（图中实线）和处于异常状态下的概率密度函数*q*(*x*)（图中虚线），如图2.4所示。

假设给定报警阈值*xtp*，则误报率FAR的定义如下所示：

(2.4)

则FAR为图2.4中阴影部分所示，简记为*p*1；令*p*2=1- *p*1，则*p*2表示正常状态下没有发出警报的概率。

同理，漏报率MAR的定义如下所示：

(2.5)

则MAR为图2.4中阴影部分所示，简记为*q*1；令*q*2=1- *q*1，则*q*2表示异常状态下发出警报的概率。

图2.4过程变量*x*不同状态下的概率密度函数

平均报警延迟（AAD）定义为报警延迟时间*Td*的期望值，那么AAD的计算往往假设过程变量是独立同分布的[]，基于这种假设，AAD的定义如下所示[12]

(2.6)

通过以上定义可以计算出基于概率统计的最优性能指标（理论性能指标）对应的最优报警阈值*xtp*，然后在实时采样数据中根据该阈值进行报警决策，根据式（1）~（3）计算出实际性能指标。当采样数据越充足，理论性能指标会越接近实际性能指标[]。但由于AAD的定义假设过程变量了独立同分布，则该性质越差，理论性能指标可能会越偏离实际性能指标。

与其随机性和独立性有关

## 2.3 常用概率型报警器设计方法的性能指标计算方法

### 2.3.1滤波方法性能指标计算方法

滤波方法是对过程变量*x*进行滤波处理，以便消除随机干扰信号对报警结果产生的影响。通常假设滤波其形式为关于过程变量*x*的函数，记为*z*(*t*)=*f*(*x*)，具体为有限记忆因果滤波器，即*z*(*t*)=*f*(*x*(*t*),*x*(*t*-1),…*x*(*t*-*n*+1)), *n*为滤波器窗口长度，即滤波器阶数，*z*(*t*)为滤波后的变量，与其前*n*个时刻的*x*(*t*)取值有关[7]。常见的滤波方法有滑动平均滤波，滑动方差滤波等。文献[24]详细地介绍了*z*(*t*)的概率密度函数为*pZ*(*z*)和*qZ*(*z*)的情况下，FAR定义为：

(2.8)

MAR定义为：

(2.9)

由于经过滤波操作后，*z*(*t*)满足同分布的条件，但不再满足独立性，所以它的AAD不能用公式计算。但是如果假设*z*(*t*)服从独立同分布的较强条件下，仍然可以计算出AAD的具体表达式，文献[12]给出了具体的计算过程。

### 2.3.2时间延迟方法性能指标计算方法

时间延迟法要求连续*n*个过程变量采样点均超过报警阈值报警器才能发出相应的警报，这里的*n*为采样延迟步数。报警器发出警报之前会有*n*个中间态[9]，定义初始无报警状态为NA1，第一个采样点超过报警阈值*xtp*但不发出警报的状态记为NA2，以此类推，第*n*-1个采样点超过报警阈值*xtp*但不发出警报的状态记为NA*n*，直到第*n*个采样点超过警阈值*xtp*报警器才会发出警报，此时的状态记为A1。同理，经历A1 ,A2,…,A*n*这*n*个状态，报警器才会恢复到无报警状态NA1，从而清除警报。假设过程变量是独立同分布的，上述机制可以用马尔科夫的马氏链进行表示，跳转过程如下图2.5所示：

图2.5时间延迟报警器状态转换的马尔科夫链

其中，同样有*p*2=1-*p*1，当时间延迟法的延迟步数为*n时*，误报率定义为：

(2.13)

同样有，*q*2=1- *q*1，则漏报率可定义为：

(2.14)

在假定过程变量*x*满足独立同分布的前提条件下，基于马尔科夫链的相关性质，平均报警延迟定义为：

(2.15)

### 2..3死区方法性能指标计算方法

死区方法主要应用在过程变量出现跳变的情况，能够有效的减少抖动带来的警报数，其原理是设置高阈值和低阈值，当过程变量值大于高阈值时会发出警报，当过程变量值小于低阈值时不会发出警报。图2.5给出了正常状态下过程变量概

率密度函数，可以得到，表示超过高阈值的概率（发出警报）；，表示小于低阈值的概率，易知q2≠1-q1；那么正常状况下的误报率为：

(2.16)

同理，如图2.6所示给出了异常状态下过程变量的概率密度函数，得到，表示异常状态下未报警的概率；，表示大于高阈值的概率，易知*q*2≠1-*q*1；那么异常状况下的漏报率为：

(2.17)

图2.5正常状态下的概率密度函数

图2.6异常状态下的概率密度函数

假定过程变量服从独立同分布，根据马尔科夫相关性质，可以得到平均延迟时间为[10]：

(2.18)

## 2.4 DS证据理论

DS证据理论是一种用来处理不确定信息的数学方法，在概率论的基础上进行数学推演并给出结果概率[30]。以下是DS证据理论中的一些基本概念。

**定义2.1 辨识框架**

通常可以把辨识框架表示为Θ={*θ*1,*θ*2,…,*θn*}，集合Θ中每一个元素*θ*就是需要去研究的命题，所以该集合非空且包含有限个元素，元素之间都是互斥的。在实际的故障诊断问题中，*θ*也常常被称为故障模式，集合Θ中的每一个元素代表着一种故障模式。除此之外，可以把Θ的幂集的集合表示为*P*(Θ)或2Θ，其中*P*(Θ)={∅,{*θ*1},{*θ*2},…,{*θ*n},{(*θ*1,*θ*2)},{(*θ*1,*θ*3)},…,Θ}。

**定义2.2 基本信度赋值函数BBA（质量函数）**

设*m*：2Θ→[0,1] 是定义在辨识框架Θ上的一个映射函数，并且满足：

（1）*m*(Ø)=0；

（2）对*A*∈2Θ，∑*Am*(*A*)=1。

其中，*m*(*A*)表示的是子集的信任程度，也可以称之为证据。当时，则称子集为质量函数中的焦点元素（焦元）。与传统的概率论相比较，集合*A*可以是单元素，也可以是多元素（子集）。

**定义2.3 信任函数**

信任函数也可以称之为信度函数，在辨识框架Θ下，基于BBA的信度函数定义如式(2.1)所示：

(2.1)

其中，*m*(*A*)和*Bel*(*A*)的不同点在于，前者*m*(*A*)等同于对Θ下的一个子集*A*赋予信度度，而后者*Bel*(*A*)不仅对Θ下的子集*A*赋予信度度，并且也对包含于*A*的子集赋予信度度。

**定义2.4 似真函数**

基于基本信度赋值函数的似真函数定义如式(2.2)所示：

(2.2)

其中，函数*Pl*和*Bel*存在如下关系，若*Ac*为*A*的补集，*Pl*(*A*)表示证据不拒绝*A*的程度，并有：

(2.3)

由定义2.3和2.4就可以得到*A*的信度区间[*Bel*(*A*),*Pl*(*A*)]，也称为不确定区间。如图2.1所示，用信度区间可以表示证据的不确定程度[31]。设*Bel*(*A*)=*a*，*Pl*(*A*)=*b*，则代表在信度区间[*a*,*b*]内，*A*不能够被完全信任；其中，在区间[0,*b*]之间表示*A*可以被完全信任，在区间[*Pl*,1]之间表示*A*完全不能够被信任，而区间[*a*,*b*]则可以认为*A*可以被局部信任。

图2.1 信度区间

**定义2.4 Dempster 组合规则**

设*m*1和*m*2分别是定义在辨识框架Θ上的两个基本信度赋值函数（证据），Dempster组合规则定义如下：

(2.4)

*m*(*C*)表示通过Dempster组合规则将证据*m*1和*m*2融合得到的新的证据，可令

(2.5)

其中*K*称其为归一化系数，它表示融合的证据之间的冲突值。该规则同时满足分配率(*m*1⊕*m*2)⊕*m*3=*m*1⊕(*m*2⊕*m*3)和交换律*m*1⊕*m*2=*m*2⊕*m*1，因此可以将多条证据进行融合。

**定义2.5 Pignistic概率函数**

设Θ为辨识框架，*A*为Θ的子集，*m*为Θ上的基本信度赋值函数，则*BetP*可定义为公式(2.6)的形式。

(2.6)

式中，|*X*|表示集合*X*中元素的个数，*m*(∅)≠1，则称*BetP*为Θ的Pignistic概率函数[32]。相应地，在DS证据理论框架下，经典的Pignistic转换如式(2.7)所示：

(2.7)

## 2.5 证据推理（ER）规则

作为DS证据理论的扩展，ER规则展开了对证据融合的研究。令*P*(Θ)或2Θ表示Θ中所有子集组成的集类，也就是Θ的幂集。在证据推理（ER）规则中，从某信息源获得的一条证据*ej*可表示为

其中，(*θ*, *pθ*,*j*)表示证据*ej*支持命题*θ*的信度为*pθ*,*j*，命题*θ*可取幂集*P*(Θ)中除空集外的任一元素。若证据中仅单元素有信度赋值，那么所有子集的信度赋值就退化为概率赋值。

ER规则中定义了证据*ej*的可靠性因子*rj*和重要性权重*wj*，可靠性因子*rj*反映了证据（信息源）对某一特定问题给出正确结果、提供精确评价的能力，证据重要性权重*wj*反映证据*ej*相对于其他证据的重要程度。由此可见，可靠性因子*rj*反映了证据的客观属性，受信息源、证据获取方式以及过程的影响；重要性权重*wj*带有一定的主观性，其取决于待融合证据和决策者的主观经验。

带有可靠性因子*rj*和重要性权重*wj*的证据定义如下

其中，信度表示*rj*和*wj*修正后的证据对*θ*的支持程度

其中，，是归一化因子，那么当，则有。ER规则中定义了可靠性因子折扣后的剩余信度(1-*rj*)，其表示了证据的不可靠程度，并将它赋予幂集*P*(Θ)，即该信度可能支持全集Θ及其任何子集。这种做法保证了*ej*和*mj*具有相同的概率特性，也就是对于各个*θ*的信度赋值的相对比率是不变的。

对于两个信息源提供的相互独立的证据*e*1和*e*2，利用ER融合规则对它们进行融合，得到*e*1和*e*2联合支持命题*θ*的信度为*pθ*,*e*(2)

融合后的证据，*e*的可靠性因子为[]

其中*we* 由决策者给出，*mP*(Θ),*e*(2)可通过式(6)获得，如下式所示

可见，ER规则引入参数*rj*和*wj*来描述信息源所提供证据的不同特性，必然增加了对信息的细致性刻画程度，接着利用ER规则对*rj*和*wj*修正后的证据进行融合，获得比单个证据更可靠和更准确的推理能力。

## 2.6 本章小结

本章介绍了DS证据理论、ER规则和主成分分析的相关概念。主要阐述了DS证据理论的证据组合规则，体现了证据理论在故障诊断中作为决策级融合的优势。然后基于BBA（证据），引出了ER规则的相关概念，详细叙述了ER规则在明确区分可靠性因子和重要性权重下的证据融合机制，并给出了ER规则融合两个和多个证据的具体方式。最后对PCA中的主成分、贡献率等的概念进行了介绍，并给出了PCA的主要算法流程。后面章节的分类器设计和故障诊断方法都是以本章介绍的理论为基础。

# 第3章 均值变点检测和有限混合高斯的过程变量概率模型构造方法

## 3.1 引言

本章给出从数据中估计正常数据和异常数据概率密度函数的方法。但在实际工业流程中，过程变量的采样值可能没有对应的设备状态标签，解决这个问题的关键是找出状态变化点区分出历史数据{*x*(*t*)}*T t*=1的正常数据段和异常数据段。许多文献都给出了变化检测的方法，例如Shewhart控制图、移动平均控制图、CUSUM控制图、广义似然比检验法、贝叶斯信息准则法 [22] [23]。这些方法大多要求参数的初始分布已知，或者信号的模型结构已知，例如，*x*是高斯随机过程，或信号模型是自回归模型。但是在实际情况下，我们一般很难得到实际的参数分布情况和模型结构，而且在历史数据中，会存在多个均值变化而不是简单的一次均值变化。Pettitt [24]提出了单个均值变化点的非参数检测方法，这种非参数方法不存在上述方法具有的问题，表现出良好的效果，但是不能直接用于检测多个变化点。本章将二元分割法（Binary Segmentation，BS）与Pettitt检验法相结合（BS-Pettitt）进行多变化点检测。

常用的PDF拟合方法有参数估计、非参数估计和半参数估计方法。参数估计方法假设数据来自特定的概率密度模型（如正态分布、指数分布、卡方分布等），然后利用极大似然估计进行参数计算，但由于实际工程中概率密度的先验形状往往是未知的，因此建模的精确性有限。非参数估计方法不要求已知概率密度的先验形状，遵循“让数据自己说话”，常用的方法为核密度估计（KDE），其需要事先选择合适的核函数和带宽，然后才能进一步估计出概率密度函数。半参数估计方法同样不需要先验知识，但与非参数方法不同的是，模型的复杂度需预先设定，以避免参数数量随着数据集的增大而大幅增加。常用的方法为有限高斯混合模型（FGM），它被广泛用于数据聚类问题中，其本质是一个密度估计算法。从理论上讲，只要组成高斯混合模型的单高斯分布（正态分布）达到合适的数量，FGM便能够对任意不同形状的概率密度分布曲线进行精准拟合[]，即任意一种概率密度分布都能够通过有限个单高斯分布的线性加权组合进行逼近。还可以通过最大期望算法（EM）对模型参数进行训练，提升FGM的估计（拟合）精度。

KDE中核函数和带宽选择对估计的结果影响较大，而FGM中子高斯个数的选择及参数优化方法对估计的影响较大，这两种方法需要根据实际拟合数据情况选择使用。例如文献[]中指出，当可用数据超过80以上（拟合的分布分别为高斯分布、伽马分布和四个子高斯加权组成的分布），且在子高斯个数选择合理的情况下，FGM的精度高于核密度方法[]。文献[]在设计朴素贝叶斯数据分类器时，利用不同估计方法拟合数据的PDF，在FGM模型子高斯选择合理的情况下，FGM不论在准确性方面还是计算复杂度方面均更优于KDE。

## 3.2过程变量均值变化点检测与异常状态分类

二元分割法（Binary Segmentation，BS），也称为二分分段法，多用于图像分割处理与基因检测领域[15-16]。在本文中，该方法主要配合Pettitt法来解决水文变异点识别中的多点识别问题。实质上，二元分割法主要是一种迭代检测的处理方法，通过分段Pettitt检测和校验，完成多个均值变化点检测的任务。给定过程变量历史数据{*x*(*t*)}*T t*=1，在进行变化点检测之前给出以下假设：

假设1：在正常及异常状态下过程变量*x*的概率密度函数具有不同的均值。

假设2：某个均值处于正常状态还是异常状态已知。

假设1说明了过程变量*x*的变化是均值变化，因此，可以利用均值变化检测方法来确定{*x*(*t*)}*T t*=1的均值变化点。假设2说明了当前的报警阈值*xtp* 可以较好的区分过程变量的两种不同的均值变化。例如，当*xtp*属于上限报警阈值时，从统计角度出发，如果数据段的均值大于*xtp*，则认为这段数据处于异常状态。

BS-Pettitt具体检测步骤如下：

第一步：对历史数据{*x*(*t*)}*T t*=1即*x*(1)~*x*(*T*)做Pettitt检测，找出单个均值变化点：

（1）计算检验统计量*U*1*,T* = *V*1*,T*和*Ut,T* = *Ut*-1*,T* + *Vt,T*，其中*t*=2,3,…,*T*

()

()

（2）找出使得*|Ut,T |*最大的时刻*tk*，然后利用下式计算相应的*P*值

()

（3）设定犯第一类错误的概*α*，例如设定*α* = 0*.*01，定义原假设为：*x*(*tk*)不 是均值变化点。如果*P < α*，拒绝原假设，则*x*(*tk*)是{*x*(*t*)}*T t*=1的均值变化点。如果*P > α*，接受原假设，则*x*(*tk*)不是{*x*(*t*)}*T t*=1的均值变化点，即不存在均值变化点。

第二步：根据第一步找出的*k*，将{*x*(*t*)}*T t*=1分为{*x*1(*t*)}*k t*=1和{*x*2(*t*)}*T t=k*+1两段，然后再回到步骤一找出每个子段各自的均值变化点。然后重复第一步和第二步，直到找到所有的均值变化点，即集合cp。

第三步：将集合cp进行排序，即sort(cp)，并构建集合CP=[1, sort(cp), *T*]。对*x*(CP*m*-1+1)~*x*(CP*m*+1)进行均值变化点检测，获得新的cp，重复第三步，直到变化点数目不再减少为止。并将此时的集合cp作为多点检测的最终结果。

第四步：找出所有的变化点以后，基于这些变化点可以把数据{*x*(*t*)}*T t*=1分成

若干段。对于每个数据段，计算它的采样均值，并采用T检验法[20]与报警阈值*xtp*进行比较。对于某一个数据段{*x*(*t*)}*t*1 *t*=*t*0计算*t*分布检验统计量

()

其中和*s*是*x*的采样均值和标准差，即

()

()

如果*t*大于（小于）临界值（-），则采样均值在统计意义上是大于（小于）报警阈值*xtp*，那么该数据段可以被视为处于异常（正常）状态的数据段。除此之外我们认为采样均值在统计意义上等于报警阈值*xtp*，在后续估计概率密度函数的时候不采用该段数据。这里将犯第一类错误的概率定义为*β*，例如*β* = 0*.*05。最后，把所有检验出的所有异常（正常）数据段归为一组作为异常（正常）数据。

## 3.3 基于异常状态分类的过程变量FGM概率密度模型构建

### 3.3.1 FGM模型评判函数的选择

### 3.3.2 过程变量正常和异常状态的FGM模型构建

设定过程变量为*x*(*t*)，*t*=1*h*,2*h*, … *Th*，*T*为采样的历史数据总量，*h*为采样周期，后续为了便于表达，将*h*省略，则序列简记为{*x*(*t*)}*T* *t*=1。将*x*(*t*)所处的状态标记为*y*(*t*)，它的参考值集合为***V*** ={*Vk* | *k*=1,2}，这里*V*1=*NA*, *V*2=*A*，分别表示正常（*NA*）异常（*A*）两种状态，即辨识框架Θ={*NA*,*A*}。根据状态*y*(*t*)，将过程变量*x*(*t*)重新排列，分为正常*xNA*(*t*)和异常*xA*(*t*)两个序列，记*xNA*(*t*)样本个数为*TNA*，*xA*(*t*)样本个数为*TA*，以分别拟合各自的概率密度。

有限高斯混合密度模型（FGM）是统计学习理论中的基本模型，它是多个单高斯密度函数的线性组合，单高斯分布概率密度表达式如下

其中*μ*为数据期望, ∑为协方差，*d*为数据维度。从理论上讲，只要FGM中的单高斯分布达到合适的数量，便能够对任意不同分布的概率密度曲线进行拟合[],即任意一种概率密度曲线都能够通过有限个单高斯分布去联合加权近似。设有随机变量*x*，则FGM概率密度模型可以用下式表示

其中∆代表该模型所有参数的集合；*φ*(*x* |*μc*,∑*c*)代表混合模型中的第*c*个子高斯分布，*μc*, ∑*c* 分别代表第*c*个子高斯分布的期望和协方差；π*c*是混合系数且满足

在采用高斯混合模型对未知样本分布进行估计时，最重要的步骤便是参数估计，而最为常用的方法则是EM算法（Expection-Maximization algorithm），EM算法在FGM参数求解过程中应用步骤可以描述为

1. E步。针对样本集中第*t*个样本数据*x*(*t*)，计算出它由第*c*个单高斯分布生成的概率：

2. M步。对式(4)进行最大似然估计，计算出对应的期望和方差

其中，*Tc*= ∑*T t*=1*γ* (*t*,*c*), *T*表示样本数据总量。然后计算式(2)的对数似然函数

重复迭代上述E步和M步，直到参数或对数似然函数收敛，停止迭代。

以*xNA*(*t*)为例，首先选定初始的子高斯个数C，建立如下的FGM模型

然后利用EM算法(9)~(11)进行迭代更新，直至参数或对数似然函数收敛停止更新，最终根据下式MDL信息准则函数评判当前模型。

其中*N*(C)是含有C个子高斯成分的FGM模型参数总个数，对于单个高斯分布，其参数有期望和协方差矩阵，因此*N*(C)的表达式为：

其中*d*为数据的维度，特别的，在单变量报警器设计中*d=*1。

在计算完当前所有的子高斯参数后，利用模型相关度[]作为子模型的合并准则

其中*ui* = (*γ*(1,*i*), … *γ*(*TNA*,*i*))T。在C个子高斯中选择两个相关度最大的进行合并操作，合并后子模型为*inew*，子模型总个数为C-1。*inew*的参数更新公式如下所示

以上更新公式将*inew*的均值设置为*i*和*j*子模型均值的中心点，并计算出对应的协方差，然后以更新后的参数（C-1个子高斯模型）为初始值，继续执行EM算法，以加快整个算法的收敛速度。依次迭代，直到子高斯模型个数为0为止，选取*JMDL*(1)~ *JMDL*(C)中最小值对应的参数作为最优模型，此时的*fNA*(*x*)便是历史数据中正常部分的FGM概率密度模型。同理，*fA*(*x*)也可被求出。

## 3.4 仿真案例分析

仿真实验数据*x*(*t*)如下所示，分别由高斯分布（正常数据）和卡方分布（数据）随机生成；

可以看出，过程变量*x*(*t*)分别在*t*=1000和*t*=3000时刻由正常过渡到异常状态，其中假设报警阈值*xtp* =2.8，正常状态服从正态分布，异常状态服从卡方分布，共4000个历史采样数据。均值变化点分别是1000，2000和3000。

首先，整个数据段*x*(1)~*x*(4000)检验统计量*Ut,T*的计算结果如下图所示。可以得出当*t*=3001时*|Ut,T |*取得最大值，相应的*P*值为*P*=2.35×10-103，选择犯第一类错误的概率*α* = 0*.*01，由于*P* < *α*，可得*t*=3001是被检测出的一个均值变化点。

图数据*x*(1)~*x*(4000)的检验统计量*Ut,T*

然后，对于数据段*x*(1)~*x*(3001)和*x*(3002)~*x*(4000)，各自的检验统计量*Ut,T*如下图所示。相应的，对于数据段*x*(1)~*x*(3001)，可以得出当*t*=1000时*|Ut,T |*取得最大值，相应的*P*值为*P* =1.84×10-57。对于数据段*x*(3002)~*x*(4000)，可以得出当*t*=3421时*|Ut,T |*取得最大值，相应的*P*值为*P* =0.1091。前者*P* < *α*，后者*P* > *α*。因此可得*t*=1000是数据段*x*(1)~*x*(3001)的一个均值变化点，而*t*=3421不是数据段*x*(3002)~*x*(4000)的均值变化点。

类似的，重复上述步骤直至找出所有的均值变化点组成集合cp，根据3.2节第三步，CP=[1,1000,1999,3001,4000]，依次间隔一个，再次进行变化点检测，获得新的cp，直到变化点数目不再减少为止。所有被检测出来的变化点及相应的*P*值见表3.3。

均值变化点检测结果和相应的*P*值

|  |  |
| --- | --- |
| 变化点 | P值 |
| 1000 | 1.84×10-57 |
| 1999 | 2.23×10-128 |
| 3001 | 2.35×10-103 |

接下来，按照3.2节第四步，设定犯第一类错误的概率*β* = 0*.*05。基于被检测出的均值变化点和报警阈值，可区分出正常数据段和异常数据段，如表所示。

|  |  |
| --- | --- |
| 正常数据 | 异常数据 |
| *x*(1)~*x*(1000) | *x*(1001)~*x*(1999) |
| *x*(2000)~*x*(3001) | *x*(3002)~*x*(4000) |

由上可知，将过程变量*x*(*t*)分为正常数据*xNA*(*t*)和异常数据*xA*(*t*)两类训练样本，且它们的实际概率密度如下图所示：

图2 过程变量*x*的真实概率密度

由公式(36)产生的随机一组过程变量如下图所示

图3 过程变量*x*(*t*)

假设对过程变量的分布是完全未知的，因此这里将正常和异常的初始子高斯个数都设为10即C=10。首先对于正常数据*xNA*(*t*)，根据3.1节中FGM模型及合并准则的EM算法选择出最佳的模型，可得当子高斯个数C=1时，通过合并准则EM算法求得的最优参数对应的模型损失最小，其中*JMDL*(1)= 3706.88，对应的参数如表2所示（由于单变量报警器设计过程变量是一维数据，此处协方差∑用σ2表示），FGM概率密度模型如图4所示。

表2 正常数据*xNA*(*t*)的FGM模型参数

|  |  |
| --- | --- |
| 第c个子高斯  第c个子高斯参数 | *c*=1 |
| *πc* | 1 |
| *μc* | 0.622 |
| σ2 *c* | 2.367 |

图4 正常数据*xNA*对应的FGM概率密度模型

同理，对于异常数据*xA*(*t*)，当子高斯个数C=5时，通过合并准则EM算法求得的最优参数对应的模型损失最小，其中*JMDL*(5)= 4604.82，对应的参数如表3所示, FGM模型概率密度如图5所示。基于FGM的正常和异常概率密度模型及其与真实概率密度模型对比如图6所示。

表3 正常数据*xA*(*t*)的FGM模型参数

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 第c个子高斯  第c个子高斯参数 | *c=*1 | *c*=2 | *c*=3 | *c*=4 | *c*=5 |
| *πc* | 0.310 | 0.281 | 0.223 | 0.144 | 0.042 |
| *μc* | 3.714 | 6.396 | 2.291 | 1.073 | 11.05 |
| σ2 *c* | 1.459 | 4.395 | 0.530 | 0.219 | 11.05 |

图5 正常数据*xA*对应的FGM概率密度模型

图6 过程变量*x*的FGM概率密度模型

## 3.5 本章小结

# 第4章 基于概率型证据迭代更新的工业报警器设计方法

## 4.1 引言

在一定程度上，虽然概率模型能够刻画过程变量的变化规律，但是面对实际工程应用中过程变量变化趋势的不确定性，此类方法也存在一些瓶颈需要突破：1）在过程变量建模方面：概率模型仅仅能用于描述过程变量整体上和宏观上的变化规律，并且必须在独立同分布的假设下，求取各种报警器设计方法的性能指标值。因此，在时间维度上，过程变量连续采样值之间的微观变化规律难以被捕捉到，这会导致基于概率模型获得的最优参数（理论最优值）作用于实际采样数据时，不一定会得到理想的误报率、漏报率和平均时间延迟；2）在报警决策方面：以上的死区、时间延迟、滤波等方法本质上都需要和相应的报警阈值进行直接比较，实施“超限报警”的策略获得报警结果，也就是100%的判定异常（Alarm，*A*），或100%的判定正常（Non-alarm，*NA*）。这种简单的“0 or 1”决策似乎太过于“绝对”，未能充分体现过程变量的不确定性导致的报警决策的不确定性。

本节引入Dempster-Shafer（DS）证据理论力图解决以上两个问题。在DS理论中，可以定义关于命题*NA*和*A*的信度赋值（该值是0~1中间的一个数），且*NA*和*A*的的信度赋值之和为“1”，例如*NA*的赋值为0.8，*A*的赋值0.2，这样更能体现决策中存在的不确定性[]。此时，这两个信度赋值就构成了关于*NA*和*A*的信度赋值函数，也就是“报警证据”。此外，该理论中提供的证据组合或证据更新规则，可以将连续时刻获取的报警证据进行融合，从而使信度逐步聚焦于*A*或*NA*，进一步降低决策中的不确定性。

近年来提出的证据推理规则（Evidence Reasoning, ER），它是一种更为复杂的非线性证据融合方法，其引入了证据可靠性因子和重要性权重的概念，前者反映了生成证据的信息源对某一特定问题给出正确决策结果的能力，后者反映了单个证据在融合过程中的相对重要性。ER规则中引入可靠性和重要性参数，从而更加细致地考虑了证据所具有的不同特性，使得它在面对不同的融合决策问题时，比传统的DS证据组合规则和线性化证据更新规则具有更为优良的适应性。但是，ER规则强调的是同一时刻获取证据的静态融合，将其应用到时序报警证据的融合中时，需要考虑对其进行扩展，使其适用于时序型报警证据的融合。

本节综合考虑过程变量变化的宏观概率特性和微观动态特性，设计了基于概率型证据动态融合的工业报警器设计方法。首先，利用历史采样样本，拟合出过程变量在*NA*和*A*状态下的FGM概率密度函数（PDFs）。当获取在线样本后，将该样本对应的概率密度值进行归一化处理，获取其对应的报警证据；然后，给出适用于动态融合的ER规则，实现历史报警证据与当前报警证据的融合，并根据融合结果进行报警决策。在动态融合过程中，提出了基于信息熵的证据可靠性因子求取方法和证据重要性权重的优化方法。所提方法不要求独立同分布的前置条件，并且能够从宏观的PDF和微观的证据融合这两个层面细致刻画过程变量的变化规律，因此具有更好的适用性和更优的报警性能。最后，通过对数值仿真测试和电机转子故障检测案例的测试，将所提方法与基于概率模型的滑动滤波、时间延迟法进行对比，说明本文所提出的报警器设计方法具有更优的综合性能。

## 4.2 基于概率型证据迭代更新的报警器设计

根据3.1节可分别求出正常数据和异常数据对应的FGM概率密度模型*fNA*(*x*)和*fA*(*x*)。首先通过归一化*fNA*(*x*)和*fA*(*x*)获得*t*时刻过程变量的报警证据*et*，定义如下

其中*pk,t*表示在*t*时刻，*k*=1或2（正常或异常）的概率。然后将式(12)中给出的ER规则用于递归地融合当前*t*时刻的报警证据*et*和*t*-1时刻的历史决策报警证据，获得包含所有时刻过程变量信息的决策报警证据，记为*Et*={(*Vk*,*pk*,1:*t*),*k*=1,2}= [*p*1,1:*t*, *p*2,1:*t*]，其中*pk*,1:*t*表示在*t*时刻融合所有时刻报警信息后，获得的对于状态*Vk*的信度支持，具体计算步骤如下：

**步骤1**：当*t=*1时，由式(23)-(24)可得初始时刻的报警证据为*e*1=[ *p*1,1, *p*2,1]，并有*e*1=*E*1= [ *p*1,1:1, *p*2,1:1]；

**步骤2**：当*t*=2时，设定历史决策报警证据*E*1和当前报警证据*e*2的可靠性因子分别为*rE*1和*re*2，重要性权重融合过程保持不变，分别用*wh*，*wc*表示, 这里下标“*h*”表示历史（historical），下标“*c*”表示当前（current），并设定初始的证据权重*wh* =0.9，*wc* =0.6，在后续的3.5节会进一步介绍这两个参数的优化方法。利用ER规则公式(4)融合*e*2和*E*1，得到*t*=2时刻的决策报警证据*E*2= [*p*1,1:2,*p*2,1:2]，其中

**步骤3**：当*t*≥3时，同样可获取报警证据*e*3=[ *p*1,3, *p*2,3]，重复步骤2利用式(26)融合当前时刻的报警证据*et*和上一时刻获得的决策报警证据*Et-*1，得到*t*时刻决策报警证据*Et* =[ *p*1,1:*t*, *p*2,1: *t*]；

**步骤4**：根据决策报警证据*Et* =[ *p*1,1:*t*, *p*2,1:*t*]，对于过程变量*x*(*t*)所处的状态进行决策。具体的，用*Et*(NA)表示*p*1,1:*t*，用*Et*(A)表示*p*2,1:*t*，若*Et*(*A*)≥0.5，则*y*(*t*)=*A*，报警器发出警报，否则不发出警报。

## 4.3 报警证据可靠性因子与重要性权重的获取

### 4.3.1 报警证据的不确定度求取

从信息含有价值的角度来看，证据焦元的信度值越集中，即焦元间的差异越大，证据所含有的信息量越大，内部的冲突越小；反之，证据焦元越平均，即焦元间的差异越小，证据所含有的信息量越小，内部的冲突越大。由此可知，当证据各焦元的信度值相同时，等同于完全不确定的证据，在没有其他证据作为参考的情况下，该证据完全不能为决策提供有效信息。

证据中的各个焦元都为0到1的离散值，用于描述数据离散主要有标准差和信息熵。本文选用信息熵来量化证据焦元的差异程度，并且为了使度量更具有直观性和可比性，采用最大信息熵（当有*n*个焦元时，每个焦元都为均值1/*n*时，此时的信息熵最大）进行归一化处理，给出基于信息熵的证据不确定度测度。

设定辨识框架Θ={*D*1,*D*2,…,*DN*}，则对一条证据*ej*，它的归一化后不确定度(*VH*)定义如下[]

其中*BetP*是*ej*的pignistic概率分布[],

|*θ*|表示集合*θ*中的势。上式表示对于所有的*D*⊆Θ，在没有任何附加信息的情况下，将*θ*的概率赋值均等地分配给内部的元素。

在决策报警证据*Et*中仅单元素有信度赋值，用*Et*(*NA*)表示*p*1,1:*t*，用*Et*(*A*)表示*p*2,1:*t*，则，，该证据的不确定度如下式所示

同理报警证据*et*的不确定度为：

### 4.3.2 报警证据的可靠性求取

在ER证据理论中，证据的重要性反映了决策者对证据的偏好程度，具有主观性，取决于谁在使用证据时做出判断；另一方面，证据可靠性用于客观地衡量证据的可靠程度，这是产生证据信息源的固有属性，与谁可以使用证据无关，代表其为给定问题提供正确评估或解决方案的能力。在历史采样数据中，可以根据（23）~（25）产生每一时刻的报警证据*et*。由于误报和漏报产生的原因是由于概率密度的重合部分所产生的，并且概率密度值越接近代表该证据越不可靠，则根据可靠性因子定义可得出*et*的可靠性因子为：

假设两条证据*Et*-1和*et*利用ER rule进行融合，则融合后根据式()可得证据*Et*的可靠性因子为[]

并且为了保证报警器的灵敏性，设置可靠性的上限阈值*rtp*，当融合后的可靠性大于*rtp*时，可靠性因子等于该上限阈值。

### 4.3.3 基于遗传算法的多目标优化模型

显然，对于R-ER报警器，随着证据重要性权重和可靠性因子上限阈值的变化，*TN、FA*、*MA、MN*等变量也会发生变化，随之FAR、MAR和AAD也会发生改变。在上节描述的R-ER报警器设计过程中，需要根据对历史样本序列(*x*(1), *x*(2),*x*(3),…)变化趋势特征的分析，由领域专家确定*wh、wc*和*rtp*的初始值，但是此时报警器给出的FAR和MAR往往达不到报警的精度要求。通常情况下，在满足AAD要求的情况下，尽可能使FAR、MAR达到最小，在本文中暂不设定AAD要求。其次，R-ER作为软决策，除了根据决策报警证据*Et*做出报警决策，还需要尽可能接近真实类别的报警证据（正常的信度为1,或异常的信度为1），

使其能够提供更加有效的决策信息，因此还需要训练数据的决策证据不确定度尽可能小，在本文中，将其作为约束条件以保证决策信息的有效性。因此，这里构建参数优化的目标函数如下：

其中*FAR*0= *MAR*0=0表示报警器的性能最优状态，求取参数***G***={*wh*, *wc*, *rtp*}下报警器的(*FAR*,*MAR*)与(*FAR*0,*MAR*0)的欧式距离作为目标函数，构建优化模型：

***G***为待优化的参数集合，式(35)表示参数需满足的约束条件，是所有训练数据证据不确定度的平均值。在优化过程中最小化*ξ*(***G***)使模型性能得到提升，通过遗传算法搜索并获取最优的参数值。

## 4.4 过程变量仿真案例实验验证与对比分析

### 4.4.1 实验过程分析与报警结果

在求出对应的FGM概率密度模型之后，通过式(23)、(24)将每一时刻的过程变量转化为报警证据。例如在图2对应的数据中，当*t*=26对应的过程变量*x*=0.479，则通过式(23)、(24)可求得该时刻的报警证据*e26*=[0.8,0.2]，表示在*t*=26时，该证据支持设备正常的信度为0.8，设备异常的信度为0.2。在进行递推型证据迭代更新前，需求出报警证据的可靠性。根据3.4.2节可求出*et*的可靠性，然后通过3.3节将证据进行迭代更新，产生决策报警证据，从而做出报警决策。未经优化前的报警器性能指标为FAR=0.8%，FAR=0.6%，AAD=3；在经过3.5.2多目标遗传算法模型优化后，*wh*=0.975，*wc*=0.729，*rtp*=0.958，此时报警器性能指标为FAR=0.35%，FAR=0.45%，AAD=4，决策报警证据*Et*平均不确定度= 0.222。可以看出，经过优化后，R-ER报警器的误报率和漏报率得以提升，但平均报警延迟小幅度提升了1。此外，值得注意的是，大多数报警系统的设计方法必须在精确度（FAR、MAR）和灵敏度（AAD）之间进行权衡，即精确度的提高往往伴随着灵敏度的降低，反之亦然。一般来说，在确保容许灵敏度的同时，理想的报警器设计应倾向于尽可能高的精确度。经过递推证据迭代更新（融合后）的决策报警证据*Et*与未经递推证据迭代更新（融合前）的报警证据*et*在每一时刻的正常和异常信度值对比如图7和图8所示，从图中可以看出，融合后的决策报警证据不确定度有了明显的降低。

图7 *t*时刻*et*(*NA*)、*Et*(*NA*)的信度赋值

图8 *t*时刻*et*(*A*)、*Et*(*A*)的信度赋值

**报警器效果测试**

这里以训练集中的过渡过程*x*(993)~*x*(1007)这15个样本为例，来详细列举优化后R-ER模型基于FGM概率密度模型所产生的报警证据以及进行递推证据迭代更新后的决策结果，如表4和表5所示。可见，由于在过程变量状态从正常到异常发生切换时，出现了不确定性变化，此时*x*(*t*)对应报警证据*et*所指向的报警结果会出现错误，也就是*t*=994、1002、1005时，用*et*做决策会给出错误结论。进一步根据3.3节中给出的递推步骤，融合*Et*-1和*et*得到*t*时刻的决策报警证据*Et*，用其做出的决策结果如表5所示。从中可以看出，由于考虑了历史和当前报警信息的综合贡献，*t*=994、1005时，利用*Et*给出了正确的决策结果。当然，在*t*=1001、1002、1003时，*x*的状态第一次变化为异常，由于此前*x*的状态是异常，并且为了保证整体的准确性，因此历史和当前信息融合也会引起决策结果还延续*NA*状态，这里报警延迟为3，但是随着迭代融合的进行，后续决策都给出了正确的结论。

表4 *x*(*t*)的报警证据及决策结果

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 真实状态 | 时刻*t* | *x*(*t*) | 报警证据*et* | 报警结果 |
| *NA* | *t =*993 | -0.866 | *e*993=[**0.998**,0.002] | *NA* |
| *NA* | *t =*994 | 2.277 | *e*994=[0.440,**0.560**] | ***A*** |
| *NA* | *t =*995 | -0.004 | *e*995=[**0.956**,0.044] | *NA* |
| *NA* | *t =*996 | 1.443 | *e*996=[**0.566**,0.434] | *NA* |
| *NA* | *t =*997 | -0.331 | *e*997=[**0.990**,0.010] | *NA* |
| *NA* | *t =*998 | -0.408 | *e*998=[**0.993**,0.007] | *NA* |
| *NA* | *t =*999 | -1.898 | *e*999=[**1**,0] | *NA* |
| *NA* | *t =*1000 | 0.486 | *e*1000=[**0.798**,0.202] | *NA* |
| *A* | *t =*1001 | 3.620 | *e*1001=[0.208,**0.792**] | *A* |
| *A* | *t =*1002 | 1.269 | *e*1002=[**0.577**,0.423] | ***NA*** |
| *A* | *t =*1003 | 6.470 | *e*1003=[0.003,**0.997**] | *A* |
| *A* | *t =*1004 | 10.293 | *e*1004=[0,**1**] | *A* |
| *A* | *t =*1005 | 1.443 | *e*1005=[**0.566**,0.434] | ***NA*** |
| *A* | *t =*1006 | 3.323 | *e*1006=[0.257,0.743] | *A* |
| *A* | *t =*1007 | 3.649 | *e*1007=[0.203,**0.797**] | *A* |

表5 全局报警证据*Et*及决策结果

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 真实状态 | 时刻*t* | *x*(*t*) | 全局报警证据*Et* | 报警结果 |
| *NA* | *t =*993 | -0.866 | *E*993=[**0.992**,0.008] | *NA* |
| *NA* | *t =*994 | 2.277 | *E*994=[**0.964**,0.036] | ***NA*** |
| *NA* | *t =*995 | -0.004 | *E*995=[**0.986**,0.014] | *NA* |
| *NA* | *t =*996 | 1.443 | *E*996=[**0.969**,0.031] | *NA* |
| *NA* | *t =*997 | -0.331 | *E*997=[**0.990**,0.100] | *NA* |
| *NA* | *t =*998 | -0.408 | *E*998=[**0.997**,0.003] | *NA* |
| *NA* | *t =*999 | -1.898 | *E*999=[**0.999**,0.001] | *NA* |
| *NA* | *t =*1000 | 0.486 | *E*1000=[**0.992**,0.008] | *NA* |
| *A* | *t =*1001 | 3.620 | *E*1001=[**0.934**,0.066] | ***NA*** |
| *A* | *t =*1002 | 1.269 | *E*1002=[**0.927**,0.073] | ***NA*** |
| *A* | *t =*1003 | 6.470 | *E*1003=[**0.736**,0.264] | ***NA*** |
| *A* | *t =*1004 | 10.293 | *E*1004=[0.436,**0.564**] | ***A*** |
| *A* | *t =*1005 | 1.443 | *E*1005=[0.475,**0.525**] | *A* |
| *A* | *t =*1006 | 3.323 | *E*1006=[0.345,**0.655**] | *A* |
| *A* | *t =*1007 | 3.649 | *E*1007=[0.216,**0.784**] | *A* |

### 4.4.2 与传统报警器方法的性能对比实验

为了体现R-ER报警器的优越性，本文将所提方法与基于概率的各阶滑动平均滤波（PMAF）和时间延迟方法（PDT）进行对比。首先基于FGM的概率密度模型根据文献[]理论公式计算最优阈值，计算获得的最优阈值如下表所示；

表6 PMAF和PDT的最优阈值

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 阶数  方法 | 滤波阶数/延迟步数 | | | | | | | |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| PMAF | 1.99 | 2 | 2 | 1.99 | 1.97 | 2.05 | 1.96 | 1.98 |
| PDT | 1.84 | 1.83 | 1.83 | 1.83 | 1.83 | 1.83 | 1.83 | 1.83 |

为了对比验证本文报警器设计方法的性能，使用式（36）随机生成100组如图（3）所示的过程变量作为测试样本计算真实的报警性能指标，每组测试样本包含4000个测试数据，计算出每一组的FAR、MAR和AAD，并求取出这100组的FAR、MAR平均值以及这100组数据的AAD，用MFAR、MMAR、AAD表示。最终求得MFAR=0.26%，MMAR=0.46%，AAD=4.05。与PMAF、PDT对比如表7、表8所示。

表7 R-ER与各阶PMAF报警性能对比

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 方法  指标 | R-ER | PMAF（*n*阶） | | | | | | | |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| MFAR(%) | 0.26 | 5.53 | 3.24 | 1.98 | 1.34 | 1.01 | 0.59 | 0.64 | 0.52 |
| MMAR(%) | 0.46 | 8.46 | 5.27 | 3.37 | 2.18 | 1.42 | 1.35 | 0.78 | 0.69 |
| AAD | 4.05 | 0.9650 | 1.3250 | 1.7050 | 2.1000 | 2.4300 | 2.9950 | 3.2250 | 3.625 |

表8 R-ER与各阶PDT报警性能对比

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 方法  指标 | R-ER | PDT（*n*阶） | | | | | | | |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| MFAR(%) | 0.26 | 3.42 | 1.41 | 0.83 | 0.97 | 1.32 | 1.61 | 2.13 | 2.67 |
| MMAR(%) | 0.46 | 5.17 | 1.98 | 1.56 | 1.81 | 2.27 | 3.18 | 4.19 | 5.58 |
| AAD | 4.05 | 3.5150 | 6.3250 | 9.7750 | 16.085 | 21.850 | 31.445 | 41.870 | 55.835 |

由表7可以看出，与PMAF相比，当滤波阶数为*n*=10时，报警器的精度指标（MFAR和MMAR）最佳，其中MFAR=0.52%，MMAR=0.59%，仍然低于R-ER的精度，但报警器的灵敏度指标AAD=3.625低于R-ER的灵敏度指标AAD=4.05。为了进一步对比，计算出了当滤波阶数为11时，求得的最优阈值为2.09，并经过100次随机试验求得MFAR=0.42，MMAR=0.84，AAD=4.425。由此可见，当滤波阶数为11时，报警器的各项性能指标均低于R-ER。由表8可以看出，与PDT相比，除了延迟阶数为3时，报警器的灵敏度指标AAD略优于本文所提方法，其余阶数下，MFAR、MMAR、AAD远劣于本文所提方法。并且它的报警延迟随着延迟步数的增加变得十分严重，严重影响报警性能。综上所述，基于概率型R-ER的综合报警性能优于PMAF和PDT。（补充说明：例如在PDT中当*n*=4时，求得的性能指标概率表达式为FAR=0.0129，MAR=0.0134与MFAR=0.0141, MMAR=0.0198基本一致，当测试数据量逐步增加时，MFAR、MMAR是趋近于FAR、MAR的概率表达式，同样PMAF也是如此，并且在文献[][]中已得到证明。）

## 4.5 电机转子故障报警实验验证与分析

### 4.5.1实验过程分析与结果

本实验利用如图9所示的ZHS-2型多功能电机柔性转子实验平台进行报警实验。通过在底座加装振动加速度传感器，经由HG-8902数据采集箱记录转子的振动加速度信号。然后使用快速傅里叶变换方法，将采集得到的时域信号转换为频域信号作为过程变量。在电机转子的实验中，通常由于设备的长时间运转导致基座的松动，从而影响转子的正常转速。在报警实验中考虑过程变量的两种状态：正常状态和由基座松动导致的异常状态。其中，在转子实验平台上通过松动基座螺栓来模拟异常状态。报警实验中的电机转子的转速设定为1500转/分钟，传感器采样频率为1280Hz，1倍基频为25Hz。

图9 ZHS-2型多功能电机柔性转子实验平台

由基座松动产生的异常振动会特异性的导致频率成分幅值的变化，由此，选取1倍基频信号的幅值作为所设计的报警器的过程变量。按照上述设置的实验条件，模拟转子的正常状态和异常状态进行报警实验。连续采集过程变量数据，采样间隔24秒，得到转子在正常和异常状态下的共1000个数据，记为{*x*(*t*)}1000 *t*=1，如图10所示。

图10 过程变量*x*(*t*)

第一步利用3.2节提出BS-Pettitt方法检测出过程变量的变化点及相应的P值如表5.1所示，这里犯第一类错误的概率设定为*α* = 0*.*01。利用3.2节第四步中假设检验的方法，整段数据被分成正常数据段和异常数据段，如表5.2所示，这里犯第一类错误的概率设定为*β* = 0*.*05，报警阈值*xtp*=0.0152。

|  |  |
| --- | --- |
| 变化点 | P值 |
| 100 | 1.69×10-5 |
| 126 | 1.23×10-4 |
| 167 | 2.17×10-3 |
| 195 | 2.18×10-43 |
| 401 | 5.08×10-37 |
| 600 | 7.47×10-30 |
| 804 | 1.00×10-12 |

|  |  |
| --- | --- |
| 正常数据 | 异常数据 |
| *x*(1)~*x*(195) | *x*(196)~*x*(401) |
| *x*(402)~*x*(600) | *x*(601)~*x*(804) |
| *x*(805)~*x*(1000) |  |

类比实验一，将过程变量*x*(*t*)分为正常数据*xNA*(*t*)和异常数据*xA*(*t*)两类训练样本，对于正常数据*xNA*(*t*)，当子高斯个数C=2时，通过合并准则EM算法求得的最优参数对应的模型损失最小，其中*JMDL*(2)= -2603.81，对应的参数如表9所示，FGM概率密度模型如图11所示;

表9 正常数据*xNA*(*t*)的FGM模型参数

|  |  |  |
| --- | --- | --- |
| 第c个子高斯  第c个子高斯参数 | *c=*1 | *c*=2 |
| *πc* | 0.740 | 0.260 |
| *μc* | 0.00946 | 0.01462 |
| σ2 *c* | 5.353e-6 | 3.345e-6 |

图11 正常数据*xNA*对应的FGM概率密度模型

对于异常数据*xNA*(*t*)，当子高斯个数C=2时，通过合并准则EM算法求得的最优参数对应的模型损失最小，其中*JMDL*(2)= -1741.64，对应的参数如表10所示，FGM概率密度模型如图12所示。求出了正常数据和异常数据各自的FGM概率密度模型，则过程变量*x*的FGM概率密度模型如图12所示。

表10 正常数据*xNA*(*t*)的FGM模型参数

|  |  |  |
| --- | --- | --- |
| 第c个子高斯  第c个子高斯参数 | *c=*1 | *c*=2 |
| *πc* | 0.360 | 0.640 |
| *μc* | 0.01584 | 0.01980 |
| σ2 *c* | 1.053e-5 | 4.021e-6 |

图12 正常数据*xA*对应的FGM概率密度模型

图13 过程变量*x*的FGM概率密度模型

同4.1节仿真实验，在求出对应的概率密度之后，通式（23）、（24）将每一时刻的过程变量转化为报警证据，然后通过3.3节递推型证据迭代更新，产生决策报警证据，从而做出报警决策。在经过3.5.2多目标遗传算法模型优化后，*wh*=0.949，*wc*=0.718，*rtp*=0.996，此时报警器性能指标为FAR=1.67%，FAR=3.25%，AAD=2.5，决策报警证据*Et*平均不确定度= 0.063。经过递推证据迭代更新（融合后）的决策报警证据*Et*与未经递推证据迭代更新（融合前）的报警证据*et*在每一时刻的正常和异常信度值对比如图14和图15所示。

图14每一时刻*et*(*NA*)、*Et*(*NA*)的信度赋值

图15每一时刻*et*(*A*)、*Et*(*A*)的信度赋值

### 4.5.2与传统报警器方法的性能对比实验

同样地，在本实验中将所提方法与PMAF和PDT进行对比。首先基于FGM概率密度模型根据文献[]理论公式计算最优阈值，计算获得的最优阈值如下表所示；

表11 PMAF和PDT的最优阈值

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 阶数  方法 | 滤波阶数/ 延迟步数 | | | | | | | |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| PMAF | 0.0145 | 0.0142 | 0.0144 | 0.0144 | 0.0145 | 0.0144 | 0.0143 | 0.0142 |
| PDT | 0.0148 | 0.0148 | 0.0148 | 0.0147 | 0.0147 | 0.0147 | 0.0147 | 0.0147 |

在转子实验平台上重复报警实验100次，分别计算FAR，MAR和AAD的平均值MFAR、MMAR以及AAD。对比结果如表12、13所示。

表12 R-ER与各阶PMAF报警性能对比

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 方法  指标 | R-ER | PMAF（*n*阶） | | | | | | | |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| MFAR(%) | 2.03 | 7.72 | 7.93 | 6.23 | 5.62 | 5.07 | 5.42 | 5.79 | 5.99 |
| MMAR(%) | 3.68 | 7.85 | 5.92 | 6.21 | 5.88 | 6.14 | 5.43 | 4.98 | 4.44 |
| AAD | 2.48 | 0.9050 | 0.7950 | 1.1800 | 1.4350 | 1.6400 | 1.8800 | 2.1250 | 2.3500 |

表13 R-ER与各阶PDT报警性能对比

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 方法  指标 | R-ER | PDT（*n*阶） | | | | | | | |
| 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| MFAR(%) | 2.03 | 4.37 | 3.65 | 3.32 | 3.46 | 3.60 | 7.67 | 5.76 | 6.71 |
| MMAR(%) | 3.68 | 5.98 | 4.55 | 4.55 | 4.16 | 4.80 | 5.62 | 6.16 | 6.60 |
| AAD | 2.48 | 2.0350 | 3.7000 | 5.4250 | 6.5450 | 8.4600 | 10.440 | 11.965 | 13.030 |

从上表可以看出，对于PMAF，当*n*=10时报警器的精度指标最佳，MFAR=5.99%，MMAR=4.44%，R-ER的MFAR和MMAR均优于该方法，但灵敏度指标AAD近似等于该方法。对于PDT，除了当*n*=3时AAD略优于R-ER，其余阶数无论是报警器精度还是灵敏度都远不如R-ER。由此可以看出，在电机转子试验平台中，本文所提方法的综合性能仍然整体优于PMAF和PDT。

## 4.6本章小结

本文提出了一种基于概率的递推型证据迭代更新报警系统优化设计方法，首先构建FGM概率密度模型，并用仿真实验验证了模型的准确性；将该样本对应的FGM概率密度概率密度值进行归一化处理计算出每一时刻对应的报警证据，利用ER规则递推地将历史时刻的决策报警证据与当前时刻的报警证据进行非线性融合得到当前时刻的决策报警证据，从而判断当前时刻是否进行报警。最终通过构建遗传算法优化模型来优化证据的历史和当前的重要性权重和可靠性阈值，从而计算出报警器的最佳性能指标。该方法通过数值仿真实例和电机转子实验进行了验证，并且与基于概率的滑动滤波法、时间延迟法进行了比较。由于该方法提供了在线证据更新和优化机制，以动态捕获过程变量样本数据的趋势，而传统基于概率的方法通常只使用离线优化来选择最优阈值，对不确定性和在线变化不敏感，因此与传统方法相比，该方法具有更好的综合性能。

# 第5章 样本不均衡下的报警证据构建及工业报警器设计

## 5.1 引言

一种预测一种预警保护

高炉炼铁过程作为钢铁工业的上游工序，是世界上耗能最大的工业生产过程之一。随着技术的进步和装备的更新，我国的炼铁工艺近年来取得了长足发展，但在能耗、废弃物回收利用及污染物排放等方面与发达国家还有不少差距。在高炉炼铁过程中，铁水含硅量是反映生产过程状况的最重要指标之一。铁水含硅量的控制精确与否，决定了反应过程中的能耗及铁水质量，含硅量过高导致能耗增加、成本增大，而含硅量过低又容易影响铁水质量，严重时可能导致“炉凉”事故。从铁水含硅量的数值来看，生产中的异常状况主要体现在炉温过高（铁水含硅量超高的异常状态）或炉温过低（铁水含硅量超低的异常状态），因此需要设计报警器对铁水含硅量的数值进行监测，当出现超高或超低报警时，可以通过改变焦比值、热风风量及风口前理论燃烧温度等手段，将该量控制在合理范围，以实现降低能耗、提升铁水质量的目的。

高炉炼铁过程本身是一个复杂且高度耦合的非线性动态变化过程，加之影响物料反应过程的因素众多，如操作人员的业务水平、原燃料质量等，这使得热反应过程本身具有较大的波动性。因此，炼铁过程通常会在正常工况和异常工况之间发生较为频繁的切换，导致生产效率降低。此外，从生产过程的安全性方面考虑，高炉炉温通常需要保持在“中高温”区间，实际过程中较少出现铁水含硅量较低的异常情况，但是一旦出现需要及时精准报警并采取升温措施，避免“炉凉”事故发生。因此存在正常状态样本与超低/超高样本之间的不平衡现象，这对于报警器的设计带来了不小的难题。对于此种铁水含硅量的单变量报警问题，目前常用的有直接门限法、滑动滤波法、时间延迟法等[1]。直接门限法设置了超高和超低阈值，适用于正常和异常值差距较大且各自波动较小的情况，对于测量噪声的抑制能力较差，容易引起误报和漏报的发生；滤波方法主要包含滑动平均滤波、滑动方差滤波器等，它们可以有效滤除测量中的随机噪声，但是滤波过程中需要对连续多个时刻的采样值进行综合处理，若其中含有少量超低异常样本，则可能会被作为噪声滤除，从而不能有效发出超低报警，导致漏报现象发生；时间延迟方法规定连续多个样本超过报警阈值时才发出警报，该方法虽然能够显著减少误报，但在设备正常、异常状态切换较快时，会导致报警器不能够及时跟踪设备真实状态的变化，误报和漏报现象难以避免，同时会出现较为明显的报警延迟问题。

其次数据少，概率方法不再好

首先利用似然概率归一化方法构建过程变量的参考证据矩阵（REM），以客观描述样本不均衡分布的情况。当获取过程变量的在线样本后，用其激活REM中的参考证据并生成相应的报警证据。基于ER规则设计历史报警证据与当前报警证据之间的迭代更新融合方法，根据全局性的融合结果做出报警决策。通过REM生成的报警证据能够客观反映“小样本事件”在报警决策中的作用，加之迭代融合过程中考虑了当前和历史报警信息的可靠性和重要性因素，在一定程度上克服了样本不均衡以及状态频繁切换所引起的误报和漏报问题。最后，通过对实际采样数据的测试，将所提方法与传统的滑动滤波、时间延迟法、线性报警证据更新融合方法进行对比，结果说明本文的方法具有更优的综合性能。

## 5.2 典型工业案例-高炉炼铁过程中铁水含硅量变化规律分析

本文以典型的工业高炉炼铁过程为例，设定过程变量*x*为铁水硅含量，采集连续生产过程中的6124个监测样本（*x*(*t*)，*t*=1,2,3…6124，采样周期为1小时）进行分析，如图1所示，其中有4753个“正常（Normal state, NOR）”样本（绿色），28个“低异常（Low-abnormal state, LAS）”样本（红色），1343个“高异常（High-abnormal state, HAS）”样本（蓝色）。可见，LAS样本的数量远远小于NOR和HAS样本的数量，具体的LAS/NOR=0.59%，LAS/HAS=2.1%，HAS/NOR=28%，并且NOR、LAS和HAS三种状态共切换了59次。根据采样周期计算可知，高炉系统每运行大约4.3天就会出现一次含硅量正常和异常状态之间的切换。为了便于观察过程变量*x*的变化规律；这里提取出*x*(1)~ *x*(504)和*x*(743)~ *x*(1504)两段监测样本序列，分别如图2和图3所示，进行更为细致的观察。图2中，在短短的500个小时（约21天）就出现了6次“LAS→NOR→LAS”状态切换，平均3.3天一次，十分的频繁，这势必会增加能耗，抬高生产成本。图3中显示了大约一个月中*x*的变化情况，虽然这一个月中，正常到异常状态跳变的次数不多，但是出现了唯一一次从高异常（HAS）到低异常（LAS）的突变情况，这势必会严重影响所生产铁水质量的稳定性，并对高炉设备造成较大的冲击和损伤。由于LAS状态的样本数量相比HAS和NOR的样本非常稀少，这就意味着能够用于建模LAS状态的信息量很少，当在线出现LAS样本时，很可能会被误判为NOR状态，从而不能及时的采取升温措施使炉温恢复正常。总之，不同模态下监测样本的不均衡问题以及不同模态的频繁跳变问题，对报警器算法的设计和优化带来了挑战。

本文引入证据推理理论来解决以上两个问题，在监测样本*x*(*t*)到报警证据的信息变换过程中，引入似然函数归一化方法，强调了小样本事件的重要性；在报警决策中，提出动态ER融合策略，将当前和历史报警信息进行迭代式的融合，使得融合后得到的全局证据能够更加客观地反映实际铁水含硅量的真实变化状态。此外，所提出的基于训练样本的优化过程可以进一步提升报警器的性能。

图1 过程变量*x*的所有6124个监测样本的分布以及状态切换情况

图2 监测样本序列(*x*(1)~ *x*(504))的分布以及状态切换情况

图3 监测样本序列(*x*(743)~ *x*(1504))的分布以及状态切换情况

## 5.3 数据驱动下的报警证据构建及报警器设计

具体分为三步进行实施：（1）基于历史数据的证据参考矩阵构建。对于存在不均衡问题的历史训练样本，构建样本映射矩阵并计算某状态（NOR/LAS/HAS）出现的情况下，*x*(*t*)取某个参考值的似然概率，从而客观描述样本的不均衡分布情况。然后，通过似然函数的归一化操作，获取*x*(*t*)取某个参考值时，支持NOR、LAS、HAS发生的信度赋值（报警证据）。归一化过程能够显著提升小样本在所有样本中的“相对比重”，客观描述小概率异常状态（LAS和HAS）；（2）R-ER：将在线获取的*x*(*t*)通过REM转换为报警证据，基于式(4)的ER规则设计考虑报警证据可靠性和权重的递归融合算法，将当前和历史报警证据进行动态融合，根据融合后获得的全局报警证据进行报警决策，从而适应过程变量状态的动态切换；（3）ER融合模型的参数优化：利用报警器误报率（FAR）和漏报率（MAR）构建优化目标函数，对证据的权重，REM中过程变量的参考值进行优化，从而进一步增加ER融合模型报警决策的准确性。

### 5.3.1基于历史数据构建证据参考矩阵(REM)构建

根据历史数据统计结果确定过程变量*x*的最大值和最小值，分别记为*xmax*和*xmin*，定义*x*的参考值集合为，且有*xmin* = *U*1<*U*2<…< *UN* = *xmax* ，*N*为参考值总数；将*x*所处的状态记为变量*y*，它的参考值集合为，这里*V*1=0, *V*2= 1,*V*3= 2，分别表示三种离散的状态 NOR、LAS、HAS。这样就可以把历史样本数据及其状态组成的集合定义为***S***={[*x*(*t*),*y*(*t*)]|*t*=1,2,…,*T*}，*T*为历史样本的总数。随之，计算*x*(*t*)与其参考值*Un*的匹配度α*n*(*t*)。由于*x*(*t*)总是落于*Un*和*Un+*1之间，则有

(5)

因为，*y*(*t*)只能取离散值*Vk*，那么它与*Vk*的匹配度为

*βk*(*t*)=1当*y*(*t*)=*Vk*，否则*βk*(*t*)=0 (6)

那么，历史样本[*x*(*t*)*,y*(*t*)]可以被转化为关于参考值的匹配度分布(α*n*(*t*)*βk*(*t*), α*n+*1(*t*)*βk*(*t*),α*n*(*t*)*βk+*1(*t*), α*n+*1(*t*)*βk+*1(*t*))，这里α*n*(*t*)*βk*(*t*)表示*x*(*t*)与*Un*、*y*(*t*)与*Vk*的联合匹配度。然后可以通过综合所有样本的联合匹配度，构造过程变量*x*与其状态*y*之间的映射矩阵，如下表1所示，矩阵中的元素是***S***中所有样本对于*Un*和*Vk*的联合匹配度之和。为***S***中所有的*x*(*t*)样本与参考值*Un*的匹配度之和，为所有样本*y*(*t*)与参考值*Vk*的匹配度之和，显然有。

表1 关于样本[*x*(*t*), *y*(*t*)]的映射矩阵

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* | *U*1 | . . . | *Un* | . . . | *UN* | 总计 |
| *V*1(NOR) | *ε*1,1 | . . . | *ε*1,*n* | . . . | *ε*1,*N* | *ζ*1 |
| *V*2(LAS) | *ε*2,1 | . . . | *ε*2,*n* | . . . | *ε*2,*N* | *ζ*2 |
| *V*3(HAS) | *ε*3,1 | . . . | *ε*3,*n* | . . . | *ε*3,*N* | *ζ*3 |
| 总计 | *χ*1 | . . . | *χn* | . . . | *χN* | *T* |

则可以构造关于*x*、*y*参考值的似然函数为

(7)

其表示当*Vk*发生的情况下，*Un*出现的似然概率。然后，将关于*Un*的所有似然函数（也就是矩阵中的某一列）进行归一化的处理，可获得当*x*(*t*)=*Un*时，*y*(*t*)是*Vk*的信度为

(8)

显然有，根据式(1)中证据的定义，则可获得参考值*Un*对应的报警证据为

(9)

可以简记为，上标“*R*”表示“Reference（参考）”，表示当*x*(*t*)=*Un*时，它的状态分别取*V*1、*V*2、*V*3的概率或信度。基于此，可构造出如表2所示的参考证据矩阵（REM）来描述当*x*(*t*)取某个参考值时，*y*(*t*)指向各个报警状态的信度分布。

表2 关于*x*(*t*)的参考证据矩阵

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *x*  *y* |  | . . . |  | . . . |  |
| *U*1 | . . . | *Un* | *. . .* | *UN* |
| *V*1(NOR) | *p*1,1 | . . . | *p*1,*n* | . . . | *p*1,*N* |
| *V*2(LAS) | *p*2,1 | . . . | *p*2,*n* | . . . | *p*2,*N* |
| *V*3(HAS) | *p*3,1 | . . . | *p*3,*n* | . . . | *p*3,*N* |

这里我们将图1中*x*(743)~ *x*(1504)这段762个样本作为历史样本，构造相应的REM，从而详细解释参考证据矩阵的生成过程，以及似然函数归一化过程如何客观描述不同状态样本数量不均衡的情况。此时的历史样本集合为***S***={[*x*(*t*),*y*(*t*)]|*t*=743,744,…,1504}，设定*x*的初始参考值***U***={0,0.2,0.4,0.6,0.8,1.0,1.2, 1.5}，*y*的参考值*V=*{0,1,2}，利用式(5)-(6)计算每个样本关于参考值的联合匹配度之后，可以构造出关于***S***的映射矩阵，如表3所示。表中的最后一列显示出共计762个样本中，只有14个的状态是LAS，148个是HAS，而NOR的样本数量高达600个，LAS样本只占总样本量的1.8%。例如，观察映射矩阵中的第3列，当*x*(*t*)=*U*3=0.4时，由于NOR的发生概率相较LAS高很多(149.10:6.15 =24.2:1)，即使该样本对应的*y*(*t*)为LAS，也会根据这个绝对比例“24.2:1”，使人误判*x*(*t*)的状态为NOR。可见，在样本不均衡情况下，若按照绝对比例来判断过程变量的状态，小样本（LAS）必然会被大样本（NOR）淹没。显然，在以上判断过程中，并没有考虑149.1与600的比例，以及6.15与14的比例，该种比例可以用式(8)的似然函数计算，构成的似然函数矩阵如表4所示。

表3关于历史样本[*x*(743), *y*(743)]~[*x*(1504), *y*(1504)]的映射矩阵

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* | *U*1  (0) | *U*2  (0.2) | *U*3  (0.4) | *U*4  (0.6) | *U*5  (0.8) | *U*6  (1.0) | *U*7  (1.2) | *U*8  (1.5) | 总计 |
| *V*1(NOR) | 1.00 | 5.50 | **149.10** | 270.75 | 130.40 | 40.55 | 2.70 | 0 | 600 |
| *V*2(LAS) | 0.25 | 7.15 | **6.15** | 0.45 | 0 | 0 | 0 | 0 | 14 |
| *V*3(HAS) | 0 | 0 | **3.30** | 25.85 | 64.00 | 43.45 | 11.27 | 0.13 | 148 |
| 总计 | 1.25 | 12.65 | 158.55 | 297.05 | 194.40 | 84.00 | 13.97 | 0.13 | 762 |

表4关于历史样本[*x*(743), *y*(743)]~[*x*(1504), *y*(1504)]的似然函数矩阵

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* | *U*1  (0) | *U*2  (0.2) | *U*3  (0.4) | *U*4  (0.6) | *U*5  (0.8) | *U*6  (1.0) | *U*7  (1.2) | *U*8  (1.5) | 总计 |
| *V*1(NOR) | 0.0017 | 0.0092 | **0.2485** | 0.4512 | 0.2173 | 0.0676 | 0.0045 | 0.0009 | 1 |
| *V*2(LAS) | 0.0179 | 0.5107 | **0.4393** | 0.0321 | 0 | 0 | 0 | 0 | 1 |
| *V*3(HAS) | 0 | 0 | 0.0223 | 0.1747 | 0.4324 | 0.2936 | 0.0761 | 0.0009 | 1 |

从表4中可以看出，虽然149.1绝对地大于6.15，但是149.1/600=0.2485< 6.15/14=0.4393，可见对于似然函数中不同的结论（状态），小样本（LAS）的相对比重是大于大样本（NOR）的。因此，进一步利用式(9)对表4中的每一列似然函数取值进行归一化处理，获得关于*x*(*t*)的参考证据矩阵，如表5所示。可以发现，当*x*(*t*)=*U*3=0.4时，其状态是*V*2的信度达到了0.6186远远高于*V*1的信度0.35，这是由于似然函数归一化操作，计算的是不同状态下，*x*取值相同样本的相对比例，也就是0.2485(NOR)、0.4393(LAS)和0.0223(HAS)之间的相对比例。因此可以显著“放大”小样本在总体样本中的相对重要性。

表5 关于历史样本[*x*(743), *y*(743)]~[*x*(1504), *y*(1504)]的证据参考矩阵

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* |  |  |  |  |  |  |  |  |
| 0 | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 | 1.2 | 1.5 |
| *V*1(NOR) | 0.0854 | 0.0176 | **0.3500** | 0.6857 | 0.3345 | 0.1871 | 0.0558 | 0 |
| *V*2(LAS) | 0.9146 | 0.9824 | **0.6186** | 0.0488 | 0 | 0 | 0 | 0 |
| *V*3(HAS) | 0 | 0 | 0.0314 | 0.2654 | 0.6655 | 0.8129 | 0.9442 | 1 |
| 总计 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

### 5.3.2基于REM的报警证据获取与证据迭代更新

首先，对于在线获取的一个样本*x*(*t*)，通过REM将其转换为报警证据。*x*(*t*)必然会落入REM某一个参考值区间[*Un-*1,*Un*]，进而相应的两条报警证据和被激活，可通过加权和得到*x*(*t*)对应的报警证据

(10)

(11)

这里将式(4)中给出的ER规则用于递归地融合当前*t*时刻的报警证据*et*和*t*时刻之前的历史报警证据，获得包含所有时刻过程变量信息的全局性报警证据，记为*Et*={(*Vk*,*pk*,1:*t*),*k*=1,2,3}= [*p*1,1:*t*, *p*2,1:*t*, *p*3,1:*t*]，其中*pk*,1:*t*表示融合所有时刻报警信息后，获得的对于状态*Vk*的信度支持，具体计算步骤如下：

**步骤1**：当*t=*1时，由式(10)-(11)可得初始时刻的报警证据为*e*1=[ *p*1,1, *p*2,1, *p*3,1]，并有*e*1=*E*1= [ *p*1,1:1, *p*2,1:1, *p*3,1:1]；

**步骤2**：当*t*=2时，设定历史报警证据*E*1和当前报警证据*e*2的可靠性分别为*rh*和*rc*，这里下标“*h*”表示历史（historical），下标“*c*”表示当前（current）*wh*=*rh*，*wc*=*rc*，在后续的4.3节会进一步介绍这两个参数的优化方法。利用ER规则公式(4)融合*e*2和*E*1，得到*t*=2时刻全局报警证据*E*2= [*p*1,1:2,*p*2,1:2,*p*3,1:2]，其中

(12)

**步骤3**：当*t*≥3时，同样可获取报警证据*e*3=[ *p*1,3, *p*2,3, *p*3,3]，重复步骤(2)递归地利用式(12)融合当前时刻的报警证据*et*和上一时刻获得的全局报警证据*Et-*1，得到*t*时刻全局报警证据*Et* =[ *p*1,1:*t*, *p*2,1: *t*, *p*3,1: *t*]；

**步骤4**：根据全局报警证据*Et* =[ *p*1,1:*t*, *p*2,1: *t*, *p*3,1: *t*]，对于过程变量*x*(*t*)所处的状态进行决策。具体的，若*p*1,1:*t*> *p*2,1: *t*且*p*1,1:*t*> *p*3,1: *t*，则*y*(*t*)=NOR；若*p*2,1: *t*≥*p*1,1:*t*且*p*2,1:*t*> *p*3,1: *t*，则*y*(*t*)=LAS；若*p*3,1: *t*≥*p*1,1:*t*且*p*3,1:*t*> *p*2,1: *t*，则*y*(*t*)=HAS。

### 5.3.3基于多性能指标的报警器参数优化

对于过程变量的样本序列(*x*(1), *x*(2),*x*(3),…)，将其带入4.2节的递推型证据推理报警器（简称为“R-ER报警器”），可得到每一时刻的全局报警证据*Et*，并根据步骤4的报警准则获得报警结论，表6给出了用于统计误报率和漏报率的混淆矩阵。

表6 报警器设计中的混淆矩阵表

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | | | 真实状态 | | |
| 正常 | 异常 | |
| 低异常 | 高异常 |
| R-ER报警结论 | 未报警 | | 未警报(正确) (*TN*) | 漏报 (*MA*) | |
| 报警 | 低报警 | 误报 (*FA*) | 警报 (*TA*1) | 漏报 (*MN*1) |
| 高报警 | 漏报 (*MN*2) | 警报 (*TA*2) |

表中的*TN、FA*、*MA、MN*等变量，分别表示各种状态条件下，报警器正确报警、误报和漏报的个数，并且它们的总和等于样本序列(*x*(1), *x*(2)…)的长度。因此，报警器的误报率（*FAR*）和漏报率（*MAR*）的定义如下

(13)

(14)

显然，对于R-ER报警器，随着证据重要性权重（*wh、wc*）和过程变量参考值***U***等参数的变化，*TN、FA*、*MA、MN*等变量也会发生变化，随之*FAR*和*MAR*也会发生改变。在4.1~4.2节描述的R-ER报警器设计过程中，需要根据对历史样本序列(*x*(1), *x*(2),*x*(3),…)变化趋势特征的分析，由领域专家确定*wh、wc*和***U***的初始值，但是此时报警器给出的*FAR*和*MAR*往往达不到报警的精度要求。因此，这里构建参数优化的目标函数如下：

(15)

其中*FAR*0= *MAR*0=0表示报警器的性能最优状态，求取参数***G***={*Un*,*wh*,*wc* | *n*=2,...,*N*-1}下报警器的(*FAR*,*MAR*)与(*FAR*0,*MAR*0)的欧式距离作为目标函数，构建优化模型：

(16)

(17)

***G***为待优化的参数集合，式(17)表示参数需满足的约束条件，在优化过程中最小化*ξ*(***G***)使模型性能得到提升，可以通过遗传算法等优化方法搜索并获取最优的参数值。

## 5.4 高炉硅含量故障报警实验验证与分析

由第4节给出的报警器设计过程可知，R-ER报警器的构建分为训练和测试两个部分，由图1可知过程变量*x*的样本共计为6149个，为了保证训练集和测试集都能够反映LAS、NOR和HAS三种状态的连续性变化，固选取约76%的连续样本*x*(1)~*x*(4659)作为训练数据，剩余24%的样本*x*(4660)~*x*(6149)作为测试数据。根据4.1节中给出的步骤，可利用训练样本构建REM，根据4.3节提出的策略对R-ER报警器参数进行优化，然后用测试数据对优化后的R-ER报警器进行测试。

此外，为了全面地评价报警器的性能指标，在同样数据条件下，将R-ER报警器与传统的滑动平均滤波法（Moving average filter, MAF）、时间延迟法（Delay timer, DT）、条件化证据线性更新方法（Linear updating of conditional evidence, LUCE）进行了比较，验证了所提R-ER方法在*FAR*、*MAR*、*AAD*指标上都有较为全面的性能，特别在对小样本状态（LAS）的识别上优势明显。

最后，为了验证R-ER报警器的抗干扰能力，在图1数据中加上一定程度的随机扰动，利用优化后的R-ER报警器对全部数据进行测试，并且与以上传统报警器进行了比较，进一步说明所提方法的适用性。

### 5.4.1 实验过程分析与报警结果

**R-ER 报警器REM的构建与参数优化**

这里以“训练样本:测试样本=76%:24%”为例，展示REM的构建和R-ER报警器参数优化过程。选取训练样本构成训练集***S***={[*x*(*t*),*y*(*t*)]|*t*=1,2,…,4659}，其中正常状态（NOR）样本3617个，低报警状态（LAS）样本14个，高报警状态（HAS）样本1028个。显然，LAS样本数量远远低于其他两类样本的数量，是典型的小样本，并且低报警异常会严重影响高炉炼铁的质量，因此应及时准确地检测出此种状态。

通过分析R-ER报警器输入量*x*(*t*)和输出量*y*(*t*)的变化，将输入量的参考值设置为***U***={0,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0,1.1,1.2,1.3,1.5}，对应的输出量参考值设置为***V***={0,1,2}，利用式(5)-(6)计算每个样本关于参考值的联合匹配度之后，可以构造出关于***S***的映射矩阵，如表7所示，利用式(7)-(8)进行似然归一化生成REM，如表8所示。

表7关于训练样本集***S***的映射矩阵

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* | *U*1  (0) | *U*2  (0.2) | *U*3  (0.3) | *U*4  (0.4) | *U*5  (0.5) | *U*6  (0.6) | *U*7  (0.7) | *U*8  (0.8) | *U*9  (0.9) | *U*10  (1.0) | *U*11  (1.1) | *U*12  (1.2) | *U*13  (1.3) | *U*14  (1.5) | 总计 |
| *V*1(NOR) | 12.5 | 8.7 | 114.2 | 510.3 | 915.3 | 870.6 | 555.8 | 320.8 | 193.4 | 84.3 | 21.0 | 6.4 | 0.85 | 2.95 | 3617 |
| *V*2(LAS) | 0.25 | 4.65 | 5 | 3.2 | 0.9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 14 |
| *V*3(HAS) | 0.45 | 0.55 | 0 | 5.6 | 32.5 | 91.3 | 156 | 236.9 | 247.5 | 141.5 | 70.8 | 37 | 7.4 | 0.5 | 1028 |
| 总计 | 13.2 | 13.9 | 119.2 | 519.1 | 948.7 | 961.9 | 711.8 | 557.7 | 440.9 | 225.8 | 91.8 | 43.4 | 8.25 | 3.35 | 4659 |

表8 证据参考矩阵

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 | 1.1 | 1.2 | 1.3 | 1.5 |
| *V*1(NOR) | 0.16 | 0.007 | 0.08 | 0.38 | 0.73 | 0.73 | 0.503 | 0.28 | 0.18 | 0.14 | 0.08 | 0.05 | 0.03 | 0.62 |
| *V*2(LAS) | 0.82 | 0.991 | 0.92 | 0.61 | 0.18 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| *V*3(HAS) | 0.02 | 0.002 | 0 | 0.01 | 0.09 | 0.27 | 0.497 | 0.72 | 0.82 | 0.86 | 0.92 | 0.95 | 0.97 | 0.38 |

然后根据ER推理公式(12)，在每个采样时刻*t*对*Et*-1和*et*进行迭代融合，由于全局报警证据*Et*-1包含了所有历史时刻的报警息，可以认为它比当前时刻证据*et*更为可靠，通过专家知识和经验规定可靠性因子的取值范围在0.5到1之间，并有*rh*>*rc*。在此约束条件下，本实例中选取*rh*= *wh*=0.9, *rc*=*wc*=0.6，最终计算出对于这76%的训练样本数据，R-ER报警器的性能指标取值分别为*FAR*=0.1053，*MAR*=0.0777。由于此处设置参数***U***以及*wh*=0.9、*wc*=0.6是初值，可以通过公式(15)-(17)使用遗传算法进行训练，优化后的映射矩阵和REM如下表所示，此外优化后的证据权重为*wh*=0.853, *wc*=0.469。可见，优化后的参数取值与初值相比有了明显的变化，随之R-ER模型的性能指标取值分别下降至*FAR*=0.0932，*MAR*=0.071，相较于优化前报警器精确度有了一定幅度的提升。

表9优化后***S***的映射矩阵

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* | *U*1  (0) | *U*2  (0.06) | *U*3  (0.16) | *U*4  (0.26) | *U*5  (0.36) | *U*6  (0.45) | *U*7  (0.55) | *U*8  (0.66) | *U*9  (0.79) | *U*10  (0.9) | *U*11  (1.01) | *U*12  (1.12) | *U*13  (1.4) | *U*14  (1.5) | 总计 |
| *V*1(NOR) | 11 | 1.42 | 3.98 | 33.8 | 289.3 | 750.9 | 964.6 | 793.2 | 438.4 | 216.1 | 88.2 | 21.1 | 2.3 | 2.7 | 3617 |
| *V*2(LAS) | 0 | 0 | 2.55 | 5.07 | 4.83 | 1.16 | 0.39 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 14 |
| *V*3(HAS) | 0 | 0.51 | 0.49 | 0 | 1.68 | 13.13 | 66.45 | 153.9 | 264.6 | 271 | 152.9 | 89.1 | 14.13 | 0 | 1028 |
| 总计 | 11 | 1.93 | 7.02 | 38.87 | 295.8 | 764.2 | 1032 | 947.1 | 703 | 487.1 | 241.1 | 110.2 | 16.4 | 2.7 | 4659 |

表10 优化后*x*(*t*)的参考证据矩阵

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *x*  *y* |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 0.06 | 0.16 | 0.26 | 0.36 | 0.45 | 0.55 | 0.66 | 0.79 | 0.9 | 1.01 | 1.12 | 1.4 | 1.5 |
| *V*1(NOR) | 1 | 0.44 | 0.006 | 0.03 | 0.188 | 0.66 | 0.74 | 0.59 | 0.32 | 0.19 | 0.14 | 0.06 | 0.04 | 1 |
| *V*2(LAS) | 0 | 0 | 0.991 | 0.97 | 0.809 | 0.27 | 0.08 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| *V*3(HAS) | 0 | 0.56 | 0.003 | 0 | 0.003 | 0.04 | 0.18 | 0.41 | 0.68 | 0.81 | 0.86 | 0.94 | 0.96 | 0 |

**R-ER 报警器的测试效果**

这里首先以训练集中的*x*(350)~*x*(360)这11个样本为例，来详细列举优化后R-ER模型所产生的报警证据以及进行递归证据推理后的决策结果，如表11和表12所示。可见，由于在过程变量状态从NOR到HAS发生切换时，出现了相对剧烈的不确定性变化，此时*x*(*t*)对应报警证据*et*所指向的报警结果会出现错误，也就是*t*=350、352、354、358、359时，用*et*做决策会给出错误结论。进一步根据4.2节中给出的递推步骤融合*Et*-1和*et*得到*t*时刻的全局报警证据*Et*，用其做出的决策结果如表12所示。从中可以看出，由于考虑了历史和当前报警信息的综合贡献，*t*=350、352、354、358、359时，利用*Et*给出了正确的决策结果。当然，在*t*=355时，*x*的状态第一次变化为HAS，由于此前*x*的状态是NOR，因此历史和当前信息融合也会引起决策结果还延续NOR状态，但是随着迭代融合的进行，后续决策都给出了正确的结论。

表11 *x*(*t*)的报警证据及决策结果

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 真实状态 | 时刻*t* | *x*(*t*) | 报警证据*et* | 报警结果 |
| NOR | *t =*350 | 0.77 | *e*350=[0.356,0.000,**0.644**] | **HAS** |
| NOR | *t =*351 | 0.60 | *e*351=[**0.673**,0.041,0.286] | NOR |
| NOR | *t =*352 | 0.74 | *e*352=[0.418,0.000,**0.582**] | **HAS** |
| NOR | *t =*353 | 0.54 | *e*353=[**0.736**,0100,0.164] | NOR |
| NOR | *t =*354 | 0.72 | *e*354=[0.459,0.000,**0.541**] | **HAS** |
| HAS | *t =*355 | 1.13 | *e*355=[0.062,0.000,**0.938**] | HAS |
| HAS | *t =*356 | 1.01 | *e*356=[0.139,0.000,**0.861**] | HAS |
| HAS | *t =*357 | 0.87 | *e*357=[0.217,0.000,**0.783**] | HAS |
| HAS | *t =*358 | 0.64 | *e*358=[**0.616**,0.011,0.373] | **NOR** |
| HAS | *t =*359 | 0.58 | *e*359=[**0.702**,0.056,0.242] | **NOR** |
| HAS | *t =*360 | 0.84 | *e*360=[0.254,0.000,**0.746**] | HAS |

表 12 全局报警证据*Et*及决策结果

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 真实状态 | 时刻*t* | *x*(*t*) | 全局报警证据*Et* | 报警结果 |
| NOR | *t =*350 | 0.77 | *E*350=[**0.712**,0.007,0.281] | NOR |
| NOR | *t =*351 | 0.60 | *E*351=[**0.762**,0.007,0.231] | NOR |
| NOR | *t =*352 | 0.74 | *E*352=[**0.715**,0.004,0.281] | NOR |
| NOR | *t =*353 | 0.54 | *E*353=[**0.792**,0.010,0.198] | NOR |
| NOR | *t =*354 | 0.72 | *E*354=[**0.759**,0.060,0.235] | NOR |
| HAS | *t =*355 | 1.13 | *E*355=[**0.567**,0.004,0.429] | **NOR** |
| HAS | *t =*356 | 1.01 | *E*356=[0.408,0.002,**0.590**] | HAS |
| HAS | *t =*357 | 0.87 | *E*357=[0.304,0.010,**0.695**] | HAS |
| HAS | *t =*358 | 0.64 | *E*358=[0.381,0.000,**0.619**] | HAS |
| HAS | *t =*359 | 0.58 | *E*359=[0.416,0.000,**0.584**] | HAS |
| HAS | *t =*360 | 0.84 | *E*360=[0.398,0.000,**0.602**] | HAS |

利用训练集的优化模型测试剩余24%的测试数据，得出测试数据的误报率和漏报率分别为*FAR*=0.1558，*MAR*=0.0942，由于优化后获得的REM和模型参数是适用于训练样本的，而测试样本的变化规律毕竟和训练样本有一定差异，所以引起后者的*FAR*和*MAR*取值略高于前者。

表13中进一步给出训练样本集占总样本集不同比例时R-ER模型给出的性能结果。横向分析可以发现，在所有比例下测试集的*FAR*和*MAR*取值都略高于训练样本的取值；纵向分析可以发现，不同比例下测试集和训练集的*FAR*和*MAR*取值变化不大，从而说明了所提R-ER模型在报警状态识别上具有较好的稳定性。

表 13不同训练集比例下R-ER报警器的性能分析

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 训练集选取比例 | 训练集 | | 测试集 | |
| *FAR* | *MAR* | *FAR* | *MAR* |
| 60% | 0.0895 | 0.0647 | 0.1459 | 0.1012 |
| 68% | 0.0863 | 0.0677 | 0.1642 | 0.1199 |
| 76% | 0.0932 | 0.0710 | 0.1558 | 0.0942 |
| 80% | 0.0974 | 0.0750 | 0.1693 | 0.1055 |

### 5.4.2与传统报警器方法的性能对比实验

**R-ER与MAF的性能对比分析**

表14中显示了两种方法在三个指标下的性能对比结果，其中MAF的阶数*n*=3~10，每个阶数下的*xtp\_H*、*xtp\_L*均为最优阈值，亦即在*x*的变化范围内以0.01作为步长，进行遍历实验，找到使得取最小值的那组阈值，作为最优阈值。随着阶数*n*的增加，通常滑动平均滤波方法的报警精确性逐步升高（*FAR*、*MAR*取值逐步降低），但是灵敏性逐步在降低（*AAD*取值逐步升高），因此精确性和灵敏性是一对矛盾共同体，难以实现两全其美[8]。但是，在图1所给出的过程变量样本序列中，*x*的状态频繁发生切换（NOR→HAS、NOR→LAS、HAS→LAS），不同状态下*x*的变化趋势不尽相同，刚切换后*x*的采样值会被误认为是噪声，在利用式(20)计算平均值后会被淹没掉，并误判为切换前老状态。特别是从NOR到LAS的转换过程中，由于平均计算中LAS样本数量较少，极容易发生误判，小样本的识别问题会在后续的5.3.4节给予详细的分析。因此，面对*x*的小样本和状态频换切换的情况，随着阶数*n*的增加，MAF的*FAR*、*MAR*取值未出现降低的趋势，同时*AAD*取值逐步升高，整体性能不尽如人意。

表14 R-ER与MAF的性能对比

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | | | 训练集 | | | 测试集 | | |
| *FAR* | *MAR* | *AAD* | *FAR* | *MAR* | *AAD* |
| **R-ER** | | | | 0.093 | 0.071 | 2.238 | 0.156 | 0.094 | 3.428 |
| **MAF** | *n* | *xtp*-*H* | *xtp*-*L* | --- | | | | | |
| 3 | 0.72 | 0.30 | 0.163 | 0.185 | 0.952 | 0.189 | 0.185 | 1.571 |
| 4 | 0.72 | 0.31 | 0.141 | 0.165 | 1.191 | 0.158 | 0.158 | 1.867 |
| 5 | 0.72 | 0.33 | 0.121 | 0.164 | 1.524 | 0.165 | 0.155 | 2.142 |
| 6 | 0.70 | 0.33 | 0.147 | 0.113 | 1.286 | 0.191 | 0.125 | 2.286 |
| 7 | 0.70 | 0.34 | 0.140 | 0.111 | 1.524 | 0.186 | 0.106 | 2.286 |
| 8 | 0.70 | 0.32 | 0.133 | 0.111 | 1.857 | 0.178 | 0.119 | 3.000 |
| 9 | 0.69 | 0.33 | 0.147 | 0.077 | 1.714 | 0.198 | 0.082 | 3.000 |
| 10 | 0.70 | 0.31 | 0.119 | 0.099 | 2.059 | 0.173 | 0.113 | 3.517 |

我们再来看R-ER方法，*FAR*和*MAR*取值均小于不同阶数下的MAF方法， *AAD*取值指标略高，但是综合性能仍然整体优于MAF。这是因为，R-ER不仅在构建REM时显著“放大”了小样本状态的报警信度值，并且利用递归型ER规则融合当前和历史的报警信息，在“局部”和“全局”两个层面上实现了报警信息的精细化处理。

**R-ER与DT的性能对比分析**

时间延迟法（DT）要求连续*n*个采样点均越过报警阈值才能发出相应的警报，这里的*n*为采样延迟步数[9]，然后计算得到*FAR*、*MAR*和*AAD*的取值。表15中显示了两种方法在三个指标下的性能对比结果，其中DT的阶数*n*=3~10，每个阶数下的*xtp\_H*、*xtp\_L*均为最优阈值，利用5.3.1节同样的遍历方法获得。可见，R-ER与其相比，优势更为明显，这是因为DT与MAF类似，同样难以处理小样本和状态频繁切换的情况，并且它的报警延迟随着延迟步数的增加变得更为严重。

表15 R-ER与DT的性能对比

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | | | 训练集 | | | 测试集 | | |
| *FAR* | *MAR* | *AAD* | *FAR* | *MAR* | *AAD* |
| **R-ER** | | | | 0.093 | 0.071 | 2.238 | 0.156 | 0.094 | 3.428 |
| **DT** | *n* | *xtp*-*H* | *xtp*-*L* | --- | | | | | |
| 3 | 0.68 | 0.31 | 0.169 | 0.140 | 1.571 | 0.222 | 0.143 | 3.286 |
| 4 | 0.68 | 0.31 | 0.130 | 0.151 | 2.810 | 0.211 | 0.204 | 12.43 |
| 5 | 0.69 | 0.30 | 0.120 | 0.134 | 4.524 | 0.165 | 0.150 | 4.286 |
| 6 | 0.67 | 0.30 | 0.107 | 0.133 | 6.476 | 0.238 | 0.147 | 5.143 |
| 7 | 0.67 | 0.30 | 0.116 | 0.153 | 7.429 | 0.249 | 0.249 | 10.00 |
| 8 | 0.68 | 0.30 | 0.110 | 0.234 | 11.429 | 0.247 | 0.311 | 12.00 |
| 9 | 0.67 | 0.30 | 0.147 | 0.267 | 13.00 | 0.308 | 0.289 | 12.857 |
| 10 | 0.65 | 0.30 | 0.216 | 0.271 | 13.238 | 0.311 | 0.359 | 16.00 |

**R-ER与LUCE的性能对比分析**

LUCE与R-ER相比的不同之处在于，前者构建了关于NOR、HAS和LAS状态的模糊隶属度函数（模糊阈值），完成过程变量采样值到报警证据的转化，将当前的报警证据*et*转化为条件化证据，并用其对上一时刻的全局报警证据*Et*-1进行线性化更新，从而获取当前时刻的*Et*进行报警决策[3]。表16中给出了两者的性能对比结果，从中可以看出新提出的R-ER方法整体性能优于LUCE。这是因为，由于LAS状态下的样本量过少（图1中LAS样本共计只有28个），很难根据如此稀少的样本精确构建LAS对应的模糊阈值，并且简单的线性加权证据融合方式也难以适应正常和异常状态的频繁切换。

表16 R-ER与LUCE的性能对比

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | | 训练集 | | | 测试集 | | |
| FAR | MAR | AAD | FAR | MAR | AAD |
| **R-ER** | | 0.093 | 0.071 | 2.238 | 0.156 | 0.094 | 3.428 |
| **LUCE** | *xtp*-*H =*0.71 | 0.131 | 0.093 | 1.905 | 0.182 | 0.146 | 2.286 |
| *xtp*-*L =*0.30 |

**各种方法对小样本（LAS状态）识别率的对比**

在以上R-ER与MAF、DT、LLUCE的性能对比中，*FAR*和*MAR*指标体现了对于过程变量各种状态识别的精确性。表14中*n*=10时MAF对于测试集的*FAR*和*MAR*的取值最小（Dis最小），正确识别率最高。同理，表15中*n*=5时，识别结果最优。表17中给出了这些最优识别率下四种方法的结果，这里训练样本集和测试样本集中都包含14个LAS样本。可见，由于R-ER采用了能够“增强”小样本的REM构建方法以及可优化的递推证据推理融合模型，其对小样本状态的识别率远远高于其他传统方法。

表17 小样本（LAS状态）识别率的对比结果

|  |  |  |
| --- | --- | --- |
|  | 训练集 | 测试集 |
| **R-ER** | 78.57% (11/14) | 71.43% (10/14) |
| **MAF**(*n*=10) | 42.86% (6/14) | 35.71% (5/14) |
| **DT**(*n*=5) | 0% (0/14) | 0% (0/14) |
| **LUCE** | 28.57%(4/14) | 14.29%(2/14) |

**随机噪声干扰下的扩展性实验与对比分析**

为了进一步验证R-ER（其模型参数为5.1节计算得到的最优参数）对于随机噪声干扰的抑制能力，在图1所示过程变量的采样值上加入随机噪声*η*(*t*)，变量*η*服从在区间[-*a*,*a*]上的均匀分布，则生成新的序列***S***=[*x*'(*t*)=*x*(*t*)+*η*(*t*) |*t*=1,2,…,*T*]，设定*a*=0,0.02,0.04,0.06,0.08,0.1。按照以上方式，随机生成100个这样的序列，分别利用R-ER、MAF、DT、LLUCE四种方法给出误报率和漏报率的平均值（记为*MFAR*和*MMAR*）以及*AAD*的实验结果。图4给出了*a*=0~0.1六种情况下R-ER和MAF的*MFAR*/*MMAR*对比结果，可见，随着噪声强度的增加，两种方法的*MFAR*/*MMAR*都随之变得越来越大，随着MAF的阶数(*n*=3~10)增加，*MFAR*和*MMAR*越来越靠近原点(*FAR=*0, *MAR=*0)。图中的绿色“+”表示每组*MFAR*和*MMAR*的平均值，此时R-ER的*Dis*=0.1398，MAF(*n*=10)的*Dis*=0.1724，可见从精确性上R-ER远远优于MAF。进一步，图5中显示了噪声变量的参数*a*取不同值时，两种方法的*AAD*取值，可见在报警的灵敏性上，R-ER与精确性最优(*n*=10)下的MAF相当，所以整体上R-ER的性能优于MAF。

依照同样的对比思路，图6和图7中分别给出了R-ER与DT在精确性和灵敏性上的对比结果，这里挑选了表15中步长*n*=5时的DT进行比较，可见整体性能上R-ER远远优于DT。图8和图9 分别给出了R-ER与LUCE的比较结果，R-ER仍具备较为明显的性能优势。

|  |  |
| --- | --- |
|  |  |

|  |  |
| --- | --- |
|  |  |

|  |  |
| --- | --- |
|  |  |
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