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Customer Relationship Management is defined as a process, in which the business manages its interactions with the customers using data integration from various sources and data analysis (Bardicchia 2020). Oliveira (2012) specifies 4 areas in which CRM approaches can be of use and what questions do they aim to answer:

* Customer identification (acquisition) - who can be a potential customer?
* Customer attraction - how can one make this person a customer?
* Customer development - how can one make a customer more profitable?
* Customer retention - how can one make the customer stay with the company?

The last one is the main focus of this study.

Chapter 1

Improving the loyalty of the customer base is profitable to the company. This has its source in multiple factors, the most important one being the cost of acquisition. Multiple studies have shown that retaining customers costs less than attracting new ones (Dick and Basu 1994; Gefen 2002; Buckinx and Poel 2005). Moreover, there is some evidence that loyal customers are less sensitive to the competitor’s actions regarding price changes (Achrol and Kotler 1999; Choi et al. 2006).

There are 2 basic approaches for the company to deal with customer churn. The first one is an “untargeted” approach. The company seeks to improve its product quality and relies on mass advertising to reduce the churn. The other way is a “targeted” approach - the company tries to address aim their marketing campaigns at the customers that are more likely to churn (Burez and Poel 2007). This approach can be divided further, by how the targeted customers are chosen. The company can target only those that have already decided to resign from a further relationship. For example, in contractual settings, this can mean canceling the subscription or breaching the contract. The other way to approach the churn problem is to try to predict, which customers are likely to churn soon. This has the advantage of having lower cost, as the customers that are about to leave are likely to have high demands from the last-minute deal proposed to them (Tamaddoni Jahromi et al. 2010).

As pointed out by Tamaddoni Jahromi et al. (2010) in their literature review, most of the studies concerning churn prediction were done in contractual settings. In other words, churn was defined as the client resigning from using the company’s services by canceling the subscription or breaching the contract. Such a way to specify the churn is different from the businesses in which the customer doesn’t have to inform the company about resigning.

One problem that arises in the non-contractual setting is the definition of churn. As there is no clear moment that the customer decides not to use the company’s services anymore, it has to be specified by the researcher based on the goals that one has to achieve from the churn analysis. Oliveira (2012) defined partial churners as the customers not making new purchases in the retail shop for the next 3 months. A different approach was used by Buckinx and Poel (2005). All the customers that had the frequency of purchases below average were treated as “churners” since these customers were shown to provide little value to the company.

### 0.1.1 Customer churn prediction

If the company can successfully predict, which customers are most likely to leave, it can target them with a retention-focused campaign. Contrary to targeting all of the customers with such a campaign, focusing on the customers that are most likely to leave leads to a reduction of the cost of the campaign.

Churn prediction fits well with the framework of classification, as the variable that one would like to predict is binary (churn-no churn). However, not only such binary prediction is valuable for later retention campaign efforts. As noted by Wai-Ho Au, Chan, and Xin Yao (2003), equally important is that the machine learning model can predict the likelihood of the customer leaving. After such prediction, the customers can be ranked from the most to the least likely to churn.

This has two benefits. First, the company can decide what percentage of the customers to target in the retention campaign and is not bound by how many customers the model will predict as potential churners. Second, the company can decide how strong the targeting should be based on the likelihood to leave. For example, based on cost-benefit analysis of various targeting approaches, one could decide that for the top 10% of the most “risky” customers the company should offer big discounts for the next purchase, while for the top 30% - only send an encouraging email.

The churn prediction task can be decomposed into 2 main important aspects that one has to tackle. First is the decision about a specific Machine Learning model that gives the best performance. The second is deciding on the model formula - in other words, deciding about which variables should be included in the model and what should be the form of the relationship.

### 0.1.2 Machine Learning models for churn prediction

In previous churn prediction studies multiple machine learning algorithms for prediction were tested out (for an overview see Verbeke et al. (2011)). The two most widely used techniques are Logistic Regression (LR) and Decision Trees. An important feature of both of them is that they are relatively simple, and because of that the way they make predictions can be assessed by a qualified expert (Paruelo and Tomasel 1997). However, these two methods often give sub-optimal results compared to more advanced and recent approaches like Neural Networks or Random Forests (Murthy 1998; Oliveira 2012). Moreover, this was shown not only in the case of churn prediction setting but also in more general benchmarks that used multiple datasets and comparison metrics (Caruana and Niculescu-Mizil 2006).

Recently, the XGBoost algorithm (Chen et al. 2015) has been gaining popularity in multiple prediction tasks. XGBoost’s main strengths are the ability to infer non-linear relationships from the data, and relative speed, which allows the researcher to try out multiple hyperparameters and decide on the best ones (Chen et al. 2015). Because of that, it is considered a go-to standard for machine learning challenges, and very often solutions based on it achieve the best results in various competitions and benchmarks (hcho3 2020). In the context of churn prediction, XGBoost was used by Gregory (2018). It achieved superior performance compared to other techniques, specifically Logistic Regression and Random Forests.

### 0.1.3 Variables used in previous churn prediction studies

Previous churn prediction studies used a variety of variables to include in the model formulation. Buckinx and Van den Poel (2005) divided them into 3 broad categories - behavioral, demographic, and perception.

The first category of variables tries to describe how the customer has interacted with the company before. Typical features belonging to this category are recency, frequency, and monetary value, which constitute the basis of the RFM customer segmentation framework. These features are used in multiple studies (Oliveira 2012; Bhattacharya 1998), and typically accompany more complex variables that are the main focus of particular studies. Besides these basic features, some studies focus on other areas of customer behavior. For instance, dummies indicating particular products that the customer has bought in previous purchases were shown to be a useful predictor for churn prediction (Buckinx and Van den Poel 2005; Athanassopoulos 2000).

Some of the variables studied previously are available only in some of the domains. For example, one possibility of analyzing customer behavior in the context of e-commerce shopping is analyzing the customer behavior while interacting with the company’s website. Koehn, Lessmann, and Schaal (2020) analyzed such click-stream sequential data using Recurrent Neural Networks. They found that such information can serve as a good predictor of customer churn. Similar studies were performed by Berger and Kompan (2019) and Yu et al. (2011), however, the clickstream data was aggregated and preprocessed manually, instead of using a sequential modeling approach.

The second category of features used in churn prediction constitutes of demographic variables about the customer, such as age, gender or address. Such variables were shown to be good predictors of customer churn in multiple studies (for an overview see Verbeke et al. (2011)). However, the availability of such predictors to use in modeling is very often limited for multiple reasons. In non-contractual settings, customers don’t have to always provide such data to the company. Moreover, usage of such personal data can be in some cases considered unethical, and lead to predictions biased against particular age or gender.

Another way to include demographics data in the churn prediction model was shown by Zhao et al. (2005). They successfully used the census data obtained from the statistical office for particular regions that the customer is residing in.

The last category of variables used for churn prediction specified by Buckinx and Van den Poel (2005) is customer perception about the company. According to Kracklauer, Passenheim, and Seifert (2001), customer satisfaction is the most important factor driving customer retention. However, although such features could have potentially high predictive power, they are usually hard to observe and quantify meaningfully. The most widely used approach is asking the customers for direct feedback using questionnaires or providing a way to post a review on the purchase. This kind of feedback can be obtained in different forms, one of them being textual reviews. A couple of previous studies were aimed at extracting meaningful features from such reviews using different text mining methods. De Caigny et al. (2020) have used text embedding approach, while Suryadi (2020) - simple tf-idf technique. In both studies, the results using such methods were superior compared to the models without including such information.
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### 0.2.1 Introduction

While deciding on the type of Machine Learning algorithm, one usually faces the explainability-performance trade-off (Nanayakkara et al. 2018). More flexible models, like bagging, boosting or neural networks, very often present superior performance to less flexible approaches. On the other hand, their predictions cannot be explained as easily as in the case of for example Decision Trees or Linear Regression.

Explainable Artificial Intelligence (XAI) is a set of tools aimed at explaining predictions of these highly flexible models. This area started gaining popularity among Machine Learning researchers to somehow transfer the advantages of simple models to the approaches that provide superior performance.

Doshi-Velez and Kim (2017) specifies some of the machine learning model’s traits that can accompany typical requirement of achieving the best accuracy:

* fairness - whether the algorithm is biased against a particular gender, age, race, etc.
* robustness - whether the algorithm can provide correct predictions when the parameters change
* trust - whether the final users of the algorithm trust the model’s predictions

Machine learning practitioners when deciding on the methodology to apply have to assess which of the requirements are important in a particular task. For example, in CRM settings the trust in the model’s predictions is way less important than in medical areas, but still can be of crucial for a wide adoption of modeling across the company. On the other hand, sometimes the explainability is important only for the person developing the model, to understand its limitations and be able to improve upon it.

The tools of XAI can help in addressing the aforementioned issues, without losing the usual performance gain from black-box models.

### 0.2.2 Review of XAI methods

XAI methods can be broadly divided into 2 categories - model-level and instance-level. The methods from the first category help in understanding the model’s behavior in general, for all istances. While the second can help understanding model’s reasoning about the particular observation.

For an overview of existing XAI methods, see Biecek and Burzykowski (2021).

* general prediction
* which variables contribute to the prediction(s) and in what way
* how one particular variable influence the prediction(s)
* how well is the model fitting?

### 0.2.3 XAI in marketing

Research on Explainable Artificial Intelligence in Marketing domain is not very developed. (Nie znalazłem ani jednego papera !! ??)[[1]](#footnote-1)

To the best of the author’s knowledge, the only study touching the subject of XAI in the context of marketing is by Rai (2020). In their commentary, they specify potential areas for future research in this field:

* understanding, what are acceptable requirements regarding explainability compared to accuracy in different marketing tasks;
* making AI trustworthy - to understand how the eagerness to use AI system’s predictions grows in the company when various explainability tools are made available to the end-users;
* How model explanations should be presented to various groups of system’s users. For example, a Machine Learning expert is interested in very detailed and complex explanations, while the company’s customer may simply want a 1 sentence summary of what was taken into account while making predictions;
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