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# Manual

## Overview

This is a manual describing a python implementation of two measurements of Unilateral spatial neglect (hereafter: Neglect). The two experiments measure a horizontal free viewing bias and horizontal pupil response bias as described by the following publications:

Ohmatsu, S., Takamura, Y., Fujii, S., Tanaka, K., Morioka, S., & Kawashima, N. (2019). Visual search pattern during free viewing of horizontally flipped images in patients with unilateral spatial neglect. Cortex, 113, 83-95.

Ten Brink, A. F., Van Heijst, M., Portengen, B. L., Naber, M., & Strauch, C. (2023). Uncovering the (un) attended: Pupil light responses index persistent biases of spatial attention in neglect. *Cortex*, 167, 101-114.

Starting the application can be done by running the .exe file from a stimulus pc. The pc does not have to be connected to a functioning eye tracker and can be run in dummy mode (using the mouse cursor as simulated gaze position). Additionally, information regarding participants, setups, instructions, and sessions can be viewed and edited without needing an eye-tracker connection.

![A screenshot of a computer screen

Description automatically generated](data:image/png;base64,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)

When the App is started the main window is shown giving an overview of all functionalities is given. The functionalities are described hereunder:

*Start Exp:* Starts the experiment. By running an experiment, a Session object is created for which a Participant and a Setup object is required. These can be selected when previously defined or created on the fly.

*View Sessions*: An overview of all previously recorded sessions. Sessions are saved as .ses objects using Python’s Pickling method. Session information includes which participant was tested at which setup, and the results of that experiment. Additionally, a .csv file containing all relevant samples is saved in the same folder. See the section *Post-measurement* for an explanation of how the data is saved.

Before the experiment is started, a setup and a participant should be defined already. When starting an experiment, you are prompted to select each of these objects from the list of existing objects, or you can define a new object on the fly.

*View Setups*: An overview of all defined setups. These are saved as .set objects using Python’s Pickling method. Setup information includes eye-tracker and stimulus screen information.

*View Participants*: An overview of all defined participants. These are saved as .part objects using Python’s Pickling method. Participant information includes demographic and clinical information.

*View Instructions*: An overview of all defined experiment instructions. These are Dutch and English by default. You can define experiment instructions yourself when required. (see: **Defining a language of instruction**)

## Pre-measurement

Before measuring pupil and gaze position bias from any participant, certain information is required to run the experiment. This section describes all the steps required to provide the necessary information.

### Overview

To start the experiment, participant and setup information is required. You may fill the information in beforehand by following the steps in the sections **Defining a participant/Defining a setup**, or you may give the information on the go by clicking ‘*Start Exp’* from the main window. You will first be prompted to select a participant and a setup. Here you can select the previously defined participant and setup information, or you can select ‘new’. When you select the ‘new’ option, you will be prompted all required information. See the sections **Defining a participant/Defining a setup** for a detailed explanation of all data fields. After participant and setup have been selected, you will be prompted all other information required to start the session. They are described hereunder.

1. Experiment order.

Which of the possible experiments are performed, and their order. Experiments can be (de)selected using the checkbox under their name and reordered using the arrow buttons under their name.

1. Gaze region scale.

The experiments use gaze-contingent conditionals e.g. the participant needs to maintain fixation on an ellipse (visual degrees: 1.74° wide, 3.48° high) around the fixation cross for the duration of a trial. Since maintaining fixation is hard for some participants, the software allows this region to be scaled by any factor.

1. Testing Date.

The date on which the experiment is performed. Here, the current date is automatically filled in.

1. Upload data consent.

Whether the participant agrees to the uploading of their data to a possible online data repository. This includes all data collected about the participant (demographics, clinical information, and experiment results) as well as the setup information.

1. Dummy mode overwrite.

Sometimes you might want to run the experiment without connecting an eye-tracker. When a specific eye-tracker has been selected in the setup information, this can be reverted to dummy mode (supplementing gaze position with mouse-cursor position).

### Eye-tracker setup

The eye-tracker that is used to collect data should be able to report gaze position and pupil size at a sampling frequency of at least 60 Hz. One tracked eye is sufficient. The experiment relies on PyGaze, which is able to communicate with eye-tracking devices of Tobii, SR research (EyeLink), and SensoMotoric Instruments.

More information about the eye tracker?

### Defining a setup

All data fields relating to a setup are given hereunder, followed with a small explanation.

1. Reference name.

The name referring to the setup. This could be a reference to a laboratory or office. You can enter any name here (but try to abstain from using characters reserved by windows OS: <, >, :, ", /, \, |, ?, and \*).

1. Screen information

All information relating to the screen on the stimulus pc that is used to present the experiment.

Screen information consists of multiple different data fields:

* 1. Screen used: When multiple screens are used, they are referred to using a number, starting at 0. If you know the number that refers to the screen you want to use you can fill this in manually. If not, we implemented a method that shows you which screen has which number, and prompts you to select any of these screens
  2. Screen resolution: The width and height of the used screen in pixels. If you know these numbers you can fill them in manually. The resolution will be obtained automatically if you selected to automatically obtain Screen Used.
  3. Distance between participant and screen (centimetres): The physical distance between the participant and the stimulus screen.
  4. Screen refresh rate (Hz): How many frames per second are presented on the stimulus screen.
  5. Screen physical size (centimetres): The width and height of the used screen in centimetres. If you know these numbers you can fill them in manually. The size can also be obtained automatically using credit card calibration. In credit card calibration, the user is prompted to scale a rectangle until their credit card covers it completely on the stimulus screen.

1. Tracker type

The brand name of the tracker that is used. We have tested the application on EyeLink only, so the other options (smi/tobii) might not work completely yet.

1. Pupil size conversion

EyeLink eye-trackers report pupil size in arbitrary units of diameter or area. To convert these values to millimetres diameter, a scaling factor can be obtained using a fake eye with a known diameter. If you have this scaling factor it can be filled in here. If you do not have the scaling factor, you can leave the factor at 0. Note that not providing a scaling factor will mean that the pupil and gaze biases will be reported in arbitrary units, and thus not be comparable between different setups.

1. Used screen width

The pupil bias experiment presents the white and black hemispheres at a fixed width of 24.9 visual degrees each. To ensure generalisability screen size will not be fully utilised when the total width is higher than needed. In the opposite case of the screen not being wide enough to present the slides at the correct width, you will be prompted to move the user closer to the screen. Note that this value is not prompted but calculated using the values provided in screen information.

The current version of the program cuts off images if the screen is too wide. This means that grey bars will appear on the sides of the screen. We currently do not know whether this impacts the data quality.

### Defining a participant

All data fields relating to a participant are given hereunder, followed with a small explanation.

1. Alias

An alias that refers to the participant. This could be the acronym of their first and last name.

1. Age

The age of the participant at the time of testing. This age will be rounded to the nearest 5 years to decrease identifiability.

1. Sex

The Sex of the participant at the time of testing. Sex can be male, female, or other. When ‘other’ is selected, any different description can be filled in.

1. Language of instruction

The language in which the participant is instructed using on-screen prompts during the experiment. To define a set of instructions in a new language, see the chapter ‘**Defining a language of instruction’**.

1. Handedness

The handedness of the participant at the time of testing. Can be right, left, or other. When ‘other’ is selected, any different description can be filled in.

1. Time post injury

The time in months since the damage from which the Neglect from which the participant suffers was suffered (relative to the testing date)

1. Type of damage

The type of damage from which the Neglect from which the participant suffers is presumed to originate.

1. Location of damage

The brain regions implemented in the damage suffered by the participant.

1. Damaged vessels/arteries

The vessels and arteries implemented in the damage suffered by the participant.

1. Comments on damage

Any additional comments regarding the damage suffered by the participant.

1. Previously taken tests

The number of previously taken diagnostic tests performed on the participant. For each test the following information is prompted:

* 1. Test name: Name that refers to the test.
  2. Test Score: Description of the score the participant achieved.
  3. Months post-injury: How many months post-injury the test was performed.
  4. Additional observations: Any additional comments regarding the previous test.

1. Known hemianopia

Whether the participant has been diagnosed with hemianopia, separately from the neglect diagnosis being tested by this application.

1. Previous brain damage

Whether the participant has suffered other incidences of brain injury.

1. Comments

Any comments regarding the participant.

### Defining a language of instruction

During the experiment, multiple prompts can be shown to the participant. The default language of instruction is English, and Dutch is provided with the program. To add your own language, press ‘*New’* from the ‘*View Instructions*’ Screen. You will first be prompted to provide the name of the language. After this, you can view English references to all instruction prompts. When you click a reference, you can see the English text and you can fill in the translation of that text in the text field. Try to keep the instructions as minimalistic as possible.

Once you have defined your own language, press ‘Save’ to actually save the language. From now on, the new language will appear as option when selecting language of presentation for a participant.

## Measurement

After you have pressed ‘start Exp’ and filled in the participant, setup, and session information the selected experiments will launch. When an eye-tracker is correctly connected, calibration specific to the eye tracker will begin now (this is implemented in PyGaze, see **Calibration**). After calibration each selected experiment will begin in the order set previously, see **Experiments**.

### Calibration

Calibrate the eye tracker to the participant. One tracked eye should be enough. Try to use as many calibration points as possible. Patients suffering from neglect might not instantly spot calibration points presented in their neglected hemifield.

*EyeLink Calibration*

You can use the PyGaze menu to calibrate an EyeLink tracker using the PyGaze calibration tool. This is done in four steps:

1. Calibrate the threshold values for pupil and corneal reflection (shortcuts: ‘Up’/’Down’ and ‘+’/’-‘ keys respectively). You can look at the camera image from the EyeLink host pc, or press ‘Enter’ to display the camera image on the stimulus screen and ‘Left’/’Right’ arrows to switch between different eyes.
2. Calibrate (press ‘C’, then press ‘Spacebar’ when the participant is looking the presented point for each point) and Validate (press ‘V’, then press ‘Spacebar’ when the participant is looking the presented point for each point)
3. Close the calibration menu using ‘Q’. (press twice)
4. Perform noise calibration by pressing spacebar and having the participant fixate the central dot

When calibration is finished, the experiments will start automatically by showing the instruction screen for the first experiment. From an instruction screen, calibration can be restarted by pressing ‘R’.

### Experiments

Both experiments start at an instruction screen which displays a short instruction about the task to the participant. From this screen, you can press ‘R’ to recalibrate the eye-tracker or Spacebar to start measuring. While measuring, you can press ‘Escape’ to return to the instruction screen.

See the figure below for an overview of the possible buttons and where they lead.

|  |
| --- |
|  |
| ‘Esc’ pressed  / block finished  Trial  (Re) Calibration  ‘R’ pressed  Calibration  finished  Trial completed  Instruction  ‘Spacebar’  pressed |
|  |

### Free viewing experiment

The free viewing experiment consists of 10 images that are presented in series, obtained from <https://saliency.tuebingen.ai/datasets.html> and <https://doi.org/10.1007/s00221-024-06823-w> . Each image starts after the participant fixates the central fixation point for 1 second. The images can be viewed freely for 7 seconds. During this time, gaze position is recorded. The theory behind this experiment is that patients with neglect will show a strong bias in their gaze position opposite to their neglected visual field hemisphere.

See the figure below for an overview of the free viewing experiment trial loop.

|  |
| --- |
|  |
| Fixation  Image  Fixated for 1000 ms  After  7000 ms |
|  |

### Slideshow experiment

The slideshow experiment consists of four different stimuli (black/white vertical bars) that are presented to the participant. Each stimulus starts after the participant fixates the central fixation point for .5 seconds. Each stimulus is presented for 2.5 seconds. Crucially, the participants are not allowed to freely explore these stimuli, but required to fixate the central fixation point during stimulus presentation. The theory behind this experiment is that patients with neglect will show less pupil constriction when the white bars are presented in the neglected side of their visual field.

As it is crucial that participants keep fixating the central fixation point during stimulus presentation, trials are invalidated and recycled when participants’ gaze drifts too far from the central fixation or when participants have blinked for over 500 ms during the stimulus of a trial. If this is the case, a feedback screen is shown when the trial is over. To continue the experiment from a feedback screen, press ‘spacebar’. Only six trials per slideshow block will be recycled.

See the figure below for an overview of the slideshow trial loop.

|  |
| --- |
|  |
| Stimulus  Fixation was kept  Fixation  Interval  Fixated for 500 ms  After  1500 ms  Feedback  Fixation was broken  After  2500 ms  ‘Spacebar’  pressed |
|  |

## Post-measurement

As of this moment the experiment outputs two files after running. One is a .ses file, which can be viewed from the main .exe program. Additionally, all relevant samples are saved in a .csv file.

The data is also processed automatically at the end of the experiment, and results are printed to the python console. (These numerical results are saved in the .ses file). See the python file DataProcessing.py (found in Import/SessionData) for how the data is processed normally.

# Documentation

## Overview

The documentation for this project is divided into three distinct sections. Each section contains an overview of the classes that are used. The documentation here only serves as a guide to interpreting the raw code. If you want to view the raw code, please visit our OSF page.

1. TKinter

This section describes the code behind the interactive widgets that the user can interact with when running the program.

1. I/O

This section describes the code behind the data formats used to save relevant information about participants, setups, and sessions. Additionally, relevant code used for the loading of other files is described as well.

1. Experiment

This section describes the code behind the experiments, as well as the pygaze version included with the program (one small change was made to the pygaze library to allow for multiple experiments to be run in succession)

## TKinter

|  |
| --- |
|  |
| \_NeglectTKinterScreen  \_Main  NeglectTKinterMainScreen  \_Sub  \_NeglectTKinterSubScreen  ExperimentLauncher  \_BrowseViewer  SessionViewer  SetupViewer  ParticipantViewer  InstructionViewer |
|  |

## I/O

**Data Instances**

Data Instances are derived from the DataInstance class. They are used for saving, viewing, and editing information about the setup, participant, and session. The file DataInstanceTypes.py holds definitions for the base DataInstance class, as well as the base type classes (Int, Date, Option, etc.). Singular DataInstances are defined in DataInstances.py. For the singular instances, all different instances are defined separately as class (e.g., there are separate object definitions for participant age, screen size, and experiment results).

Singular DataInstances are linked to DataInfo classes in their respective \_\_init\_\_() functions.

|  |
| --- |
|  |
| DataInstance  Typed DataInstances  Singular Instances |
|  |

**DataInfo and TextEditor**

DataInfo objectsare a set of DataInstance objects and include some functions for working with the set of DataInstance objects. The sets are bundled into information relating to the participant, setup, and session.

Each DataInfo object is linked to the TKinter class using the DataInfoViewer class. The TextEditor class is different from other DataInfoViewers, as the text is not defined using DataInstances, but with a .txt file. However, the TextEditor does have the same basic functionalities as DataInfoViewer objects.

**Browser and BrowserResult**

The Browser base class is used to read all files in a related folder, and turn those files into a list of clickable results. For each browsable DataInfo class, a subclass of Browser is used to define the starting folder, file extension, and pictogram. The startPath property of Browser objects returns folders defined in BrowseLocations.py.

For each relevant file found by a browser, a BrowserResult is used as wrapper.

|  |  |
| --- | --- |
|  |  |
| SessionInfo  ParticipantInfo  SetupInfo  DataInfo | TextEditor |
| DataInfoViewer |
| Instructionbrowser  SetupBrowser  Browser  Sessionbrowser  ParticipantBrowser | BrowserResult |
|  |  |

## Experiment

**OnlineDataCollector**

The OnlineDataCollector is used to save eye tracking data during the experiment. This is done by caching a number of samples when the experiment is running. The cached samples are saved whenever a trial is finished. Even though it is not required, baseline values before stimulus are also cached. (for calculating baseline pupil size, the first 200 ms after stimulus presentation are used)

**Experiment-related classes and methods**

When the experiments are started, the first call is made to the Launch() method in ExperimentLauncher.py. This initialises an AllExperiments object and an OnlineDataCollector.

After this, the AllExperiments object will run each selected experiment. Each experiment is a subclass of PygazeExperiment, with some general behaviour defined in PygazeExperiment, and the experiment-specific behaviour defined in the ImageExperiment or SlideshowExperiment subclass. A TrialHandler object is created by each instance of PygazeExperiment to keep track of trials.

**GazeContingency, Rule, and Screen**

The GazeContingency class is used to define gaze-contingent behaviour. For this it uses Screen objects, which contain a PyGaze Screen and a list of Rules. The list of rules is evaluated at certain invervals, and when one rule evaluates true, some behaviour is initiated. This behaviour can be the presentation of a different screen, or any custom behaviour defined in-code.

|  |  |  |
| --- | --- | --- |
|  | | |
| AllExperiments | SlideshowExperiment  PygazeExperiment  ImageExperiment | |
| TrialHandler |
| Screen  GIFScreen | Rule | GazeContingency |
|  | | |