## Глава 9. Многомерная локальная условная оптимизация

### 9.1. Методы последовательной безусловной оптимизации

Рассмотрим следующую многомерную [задачу локальной условной оптимизации](javascript:termInfo(%22задачу%20локальной%20условной%20оптимизации%22)): найти минимум [критерия оптимальности](javascript:termInfo(%22критерия%20оптимальности%22)) Φ(X), определенного во множестве D евклидова пространства ,

|  |  |
| --- | --- |
|  | (1) |

где [множество допустимых значений](javascript:termInfo(%22множество%20допустимых%20значений%22))

|  |  |
| --- | --- |
| (2) |  |

Основная идея [методов последовательной безусловной оптимизации](javascript:termInfo(%22методы%20последовательной%20безусловной%20оптимизации%22)) состоит в преобразовании [задачи условной оптимизации](javascript:termInfo(%22задачи%20условной%20оптимизации%22)) (1), (2) к последовательности [задач безусловной оптимизации](javascript:termInfo(%22задач%20безусловной%20оптимизации%22))

|  |  |
| --- | --- |
| ­ | (3) |

Где функции, которые возрастают вблизи границ [области допустимых значений](javascript:termInfo(%22области%20допустимых%20значений%22)) D и тем быстрее, чем больше значение параметра . В качестве приближенного решения задачи (1), (2) принимается решение вспомогательной задачи (3) при достаточно большом .

Поясним идею [методов последовательной безусловной оптимизации](javascript:termInfo(%22методов%20последовательной%20безусловной%20оптимизации%22)) примером.

Пример 1

Пусть

|  |  |
| --- | --- |
|  | (4) |

и имеется одно ограничение типа равенств с [ограничивающей функцией](javascript:termInfo(%22ограничивающей%20функцией%22))

|  |  |
| --- | --- |
|  | (5) |

Положим

|  |  |
| --- | --- |
|  | (6) |

где — вещественная константа. На рисунках рис. 1, рис. 2, рис. 3 приведены линии уровня функции при соответственно.

Линии уровня на рисунках рис. 1, рис. 2, рис. 3 получены с помощью следующей MATLAB-программы:
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;

;

;
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;
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;

Рисунки показывают, что при увеличении параметра минимум функции приближается к решению задачи (3), (4), (5), (6)

Среди [методов последовательной безусловной оптимизации](javascript:termInfo(%22методов%20последовательной%20безусловной%20оптимизации%22)) выделяют [метод штрафных функций](javascript:termInfo(%22метод%20штрафных%20функций%22)) и [метод барьерных функций](javascript:termInfo(%22метод%20барьерных%20функций%22)).

В [методе штрафных функций](javascript:termInfo(%22Метод%20штрафных%20функций%22)) функцию , которая в этом случае называется [штрафной функцией](javascript:termInfo(%22штрафной%20функцией%22)), подбирают таким образом, чтобы при больших функция мало отличалась от функции при и быстро возрастала при удалении точки от границы [области допустимых значений](javascript:termInfo(%22области%20допустимых%20значений%22)) D. В методе штрафных функций точка X в процессе поиска может выходить за границы области D (см. рис. 4). Т.е. метод штрафных функций относится к классу [методов внешней точки](javascript:termInfo(%22методов%20внешней%20точки%22)). Рассмотренный выше прим. 1 также иллюстрирует метод штрафных функций.

|  |
| --- |
| ?n=1 |

Рис. 1. К прим. 1. Точка минимума функции при α = 0 имеет координаты (3, 2). Решением задачи (3), (4), (5), (6) является точка с координатами (2.5, 1.5).

|  |
| --- |
| ?n=2 |

Рис. 2. К прим. 1. Точка минимума функции при α = 1 имеет координаты (2.666…, 1.666…). Решением задачи (3), (4), (5), (6) является точка Х∗ с координатами (2.5, 1.5).

|  |
| --- |
| ?n=3 |

Рис. 3. К прим. 1. Точка минимума функции Qα(Х) при α = 2 имеет координаты (2.6, 1.6). Решением задачи (3), (4), (5), (6) является точка Х∗ с координатами (2.5, 1.5).

|  |
| --- |
| ?n=4 |

Рис. 4. К методу штрафных функций (n = 1) Интервал [a, b] — область допустимых значений D; γ > β > α.

В [методе барьерных функций](javascript:termInfo(%22Метод%20барьерных%20функций%22)) функцию , которая в этом случае называется [барьерной функцией](javascript:termInfo(%22барьерной%20функцией%22)), подбирают таким образом, чтобы при больших функция мало отличалась от функции при и быстро возрастала при приближении точки к границе [области допустимых значений](javascript:termInfo(%22области%20допустимых%20значений%22)) D. В методе барьерных функций точка X в процессе поиска не может выходить за границы области D(см. рис. 5). Это означает, что метод барьерных функций относится к классу [методов внутренней точки](javascript:termInfo(%22методов%20внутренней%20точки%22)).

|  |
| --- |
| ?n=5 |

Рис. 5. К методу барьерных функций (n = 1) Интервал [a, b] — область допустимых значений D; γ > β > α.

В вычислительной практике преимущественно используется [метод штрафных функций](javascript:termInfo(%22метод%20штрафных%20функций%22)). Поэтому в дальнейшем ограничимся именно им.

[Штрафная функция](javascript:termInfo(%22Штрафная%20функция%22)) в общем случае имеет вид

|  |  |
| --- | --- |
|  | (7) |

где — двумерный вектор параметров штрафной функции; — весовые коэффициенты, могущие изменяться в процессе итераций, , —функционалы над функциями , , соответственно.

Функционалы , в формуле (7) должны удовлетворять очевидным требованиям:

при ,

при ;

![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASEAAAAzAQAAAADwD4OSAAACo0lEQVR4nOWVv2sUQRTHv3u35LYxrmgRQc2ksVYUDEFwhfwB9hZeEbCTa8RCjpurbCwsLFOktLCIjYigt4HgjyJwhWAEyU1E0EK8DTni/djb55vZ3bvbzaGCdk6xs8x89s33ve/MrEX4fasX/gAC/m8q/Atqq5mlulOpMypLqanUNz9LuVOpg0qW8qdSx3CoDY+I+MUeDe10RJ4qHi/nYyHIQwI1CVgZarmcg6iJNnct+auq6tCL6Al4Y+rheLp30otjOYgwULwwU4HUbizCMnORxMHZ9cZIWSdRrwz1Dg3ue+erwB45C/weB3QSigOyZwKCh2e2mFI7thsj+I49Ma5EsKqfoTIe+5WCI2KqhKMqoW6vAE0/9e3NaM9Y3dhxpSlqL5maaAU+gk5Lepbt1gV/RZvSiQ2l9p0X9HKfaECDVmS17kb0Ohq0iVp0Kpyb786jRzKpl50oNIt9RLzQp+IXVVJkj6va5AqCPFOjWX7WhT/hQ0qZpCxptOn5GktNLpoopRZumcWe6Ux3q/coDPQXk2reP74OXAy4UsP1/oXaU4SLpqbexIog3dr0gXMaUI1+UKNBg3ZD5zhqSY4Or6eUVm9jTSAMEum2k6jfl6it2Ng2mn3tvouurrLeX5vbCVUCrizZ7Gu9HBnFvgv3apo5u7PBAu1+1Trt60pMu2BD3wsurXEsu0jc4fkhQiuYxVDobaDV+zwQhdlzyq3/ACSHTb0NCryh6q+A+1w7maWGjxjoK6NeG7MaD2cpt7eM9FQX0kvj8xTxCGXvWhrLtLldkUM46YJfqmSocF7lKOcye0tSH4Xx2c7H8opzeKIKxoQxdSjWzDnv5lfbfXtj4mbqODmI05IeG4+NSV1AOUPFt29SiVGO2fsWODFhhvUP/6I/AUvxCPOhKk6EAAAAAElFTkSuQmCC)

![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARoAAAA2AQAAAAAw0WvuAAACmElEQVR4nO2UPW/TUBSG3+tcJR5Q46EDA6KuxMCClAGpqIImA7+AlYGqZUQwsQFxpCxsDIyV6A9goBsDadwJJuiAxEacLjCA4hbUOIntw7n+SGxD0/wAjnRj3+vH57znIxaEc+1AO58B/kMZKMw/8P8J+YtAMg95i2hyFoGMRSB7EShr8yCqJDHlHEg8rxU9TYqMiQYLEzmogiCLuHSIoQX0rLymQmOASxixOwW5lurBS4iG4DsXBK8bydb5duJwVIacCLqBriUR1FyE1SurfMQOuKC/E+FMcqM+w+Rj2nVAe1tGIw2oZ7Jzd8zo6ps2/JWWHu8wxLGZQI/vA4fKN6sBWahOhUur6sQQDdY5T1t53kC1ueSVRdtomYbwOAtE46BBLJtRbKk27fBO5KMZediy9ajTMnXMBNfpwTSUY147+lgSZn+Un3HBlPYVY960OIMj8cutOCQLU/CD6/cOxyqc6sbUYmj1YZ8L6kspmm2933zigqtP02Zp+PL6LnC9w+lrNVELTLq3q5410iBKNSkbUId6RAFR5+eEgkGX1DY1W0uqH8KJsr6ssnRt5ExLXF5IJt9wBXylWhVS6gl10qRn20RdQl2F828lMT7xet9LwlWA+jrwARS5KmUjmazgoMHhxk/FJl9P1OFpspQp2LfhrXGuUpZoP0mUhcUrtSWQ4RqxcJvfKof5Py0wfsFzE36P5m5AFG7HWuuUsVena+TRqDccxnUSO/G7Vs7T6Pa0Qlr69Rjjb/Ot4OqsmEp538wT3F/NLr3NQeGKk2Ma+k31tbPVz2yeip5KF7HniLg/aTYT1ZqMcdb1ciWs2BvcivRwWIC+RfsgMyqxbWajLWMmOQvllMtsB1L3j+hMm4V7g7NtCjlzoD8mfnj+BwbJ9AAAAABJRU5ErkJggg==)

В качестве функционалов , можно взять расстояния в какой-либо метрике от точки до соответствующей границы множества . Однако, вычисление этих расстояний, а значит и значений [штрафной функции](javascript:termInfo(%22штрафной%20функции%22)), может быть затруднительным. Поэтому обычно применяют штрафные функции более удобного вида.

Так в качестве функционалов обычно используют функционалы

,

в качестве функционалов — функционалы

,

где .

В качестве критерия окончания итераций в [методе последовательной безусловной оптимизации](javascript:termInfo(%22методе%20последовательной%20безусловной%20оптимизации%22)) можно использовать неравенство

|  |  |
| --- | --- |
| , | (8) |

где ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAPAQAAAAD1hGOjAAAAIElEQVR4nGP8f5CJgQEZMWe9YQ74x9z7EkUw4C/znIcAsiAIx8Vin88AAAAASUVORK5CYII=)— четное число итераций, — требуемая точность решения по .

Недостатком [метода последовательной безусловной оптимизации](javascript:termInfo(%22метода%20последовательной%20безусловной%20оптимизации%22)) является значительное усложнение структуры минимизируемой функции (см. рис. 1) — плата за исключение ограничений.

Схема метода штрафных функций.

Задаем начальную точку и полагаем счетчик числа итераций .

Исходя из точки , одним из методов локальной безусловной оптимизации решаем задачу — находим точку .

Проверяем условие окончания поиска ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAAXAQAAAAA5WrKAAAAARUlEQVR4nGP8z8DAxIAF/2doYK57ysdc+06Q6c9DAZAYcwm7IBMDG1D+GxA/BatjbmBmBYkx/P5/n4mJ4QETI8MBRqiZAJlYD/022UscAAAAAElFTkSuQmCC). Если условие окончания поиска выполнено, то полагаем и завершаем итерации. Иначе — по некоторому правилу увеличиваем значения параметров , , полагаем

и переходим к п.3![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAANAQAAAACxp2LSAAAAI0lEQVR4nGP8/5eJgQGOGP7UMPywYfrxACrCocDc8IDx/18ArekKGivMVUUAAAAASUVORK5CYII=)

Примечание 1

В зависимости от метода локальной безусловной оптимизации, который используется для решения задач (3), [метод последовательной безусловной оптимизации](javascript:termInfo(%22метод%20последовательной%20безусловной%20оптимизации%22)) может быть детерминированным и случайным, нулевого, первого или второго порядка.

### 9.2. Метод скользящего допуска

Рассмотрим следующую многомерную [задачу условной локальной оптимизации](javascript:termInfo(%22задачу%20условной%20локальной%20оптимизации%22)): найти минимум [критерия оптимальности](javascript:termInfo(%22критерия%20оптимальности%22)) , определенного во множестве ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAQAQAAAAA3iMLMAAAAJ0lEQVR4nGP8z8DEAELMjgmM318w17AAEUQEhn4wMXxgdi1gBKsEAMkECD3baM87AAAAAElFTkSuQmCC)евклидова пространства ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAATAQAAAABTwKsbAAAAS0lEQVR4nGP8z/CfiYGBgYnh/wImhn8XGP///8DsON+CeTqLBHMNCwdQLILh+/5/TD8PMDB8+/+PibGBASiuANLD7MYuwwjXz8AAAPvRFw8A7/oxAAAAAElFTkSuQmCC),

|  |  |
| --- | --- |
| , | (1) |

где [множество допустимых значений](javascript:termInfo(%22множество%20допустимых%20значений%22))

|  |  |
| --- | --- |
| . | (2) |

Основы метода скользящего допуска.

[Метод скользящего допуска](javascript:termInfo(%22Метод%20скользящего%20допуска%22)) существенно использует множество

|  |  |
| --- | --- |
| . | (3) |

где неотрицательный скаляр — [критерий скользящего допуска](javascript:termInfo(%22Критерий%20скользящего%20допуска%22)), — неотрицательно определенный функционал над множеством всех [ограничивающих функций](javascript:termInfo(%22ограничивающих%20функций%22)) , .

При этом функционал должен быть сконструирован таким образом, чтобы при и значение возрастало по мере удаления точки от границы [области допустимых значений](javascript:termInfo(%22области%20допустимых%20значений%22)) . [Критерий скользящего допуска](javascript:termInfo(%22Критерий%20скользящего%20допуска%22)) определяет требуемую точность выполнения ограничений, которые формируют область допустимых значений, и конструируется таким образом, чтобы обеспечить его уменьшение с ростом количества итераций ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAPAQAAAAD1hGOjAAAAIElEQVR4nGP8f5CJgQEZMWe9YQ74x9z7EkUw4C/znIcAsiAIx8Vin88AAAAASUVORK5CYII=).

Точка называется [допустимой точкой](javascript:termInfo(%22Допустимая%20точка%22)), если , [почти допустимой точкой](javascript:termInfo(%22Почти%20допустимая%20точка%22)) — если , [недопустимой точкой](javascript:termInfo(%22Недопустимая%20точка%22)) — если . Поскольку величина с ростом номера итерации уменьшается, отклонение от границы области , при котором точка считается допустимой, сужается, так что в пределе рассматриваются только допустимые точки.

[Метод скользящего допуска](javascript:termInfo(%22Метод%20скользящего%20допуска%22)) может быть скомбинирован со многими из рассмотренных ранее многомерных методов локальной безусловной оптимизации. Будем называть метод, с которым комбинируется метод скользящего допуска, [базовым методом](javascript:termInfo(%22Базовый%20метод%22)).

Одна итерация [метода скользящего допуска](javascript:termInfo(%22метода%20скользящего%20допуска%22)) состоит из одного или двух этапов:

1) С помощью [базового метода](javascript:termInfo(%22базового%20метода%22)), исходя из сточки , выполняем итерацию по решению [задачи локальной безусловной оптимизации](javascript:termInfo(%22задачи%20локальной%20безусловной%20оптимизации%22))

|  |  |
| --- | --- |
|  | (4) |

- находим точку . Если (точка является [допустимой точкой](javascript:termInfo(%22допустимой%20точкой%22)) или [почти допустимой точкой](javascript:termInfo(%22почти%20допустимой%20точкой%22))), то полагаем и заканчиваем данную итерацию.

2) Если (точка является недопустимой), то отыскиваем точку , лежащую ближе к границе области . Для этого с помощью того же [базового метода](javascript:termInfo(%22базового%20метода%22)), исходя из точки , решаем [задачу локальной безусловной оптимизации](javascript:termInfo(%22задачу%20локальной%20безусловной%20оптимизации%22))

|  |  |
| --- | --- |
|  | (5) |

с условием окончания итераций

|  |  |
| --- | --- |
|  | (6) |

и заканчиваем данную итерацию.

Достоинством [метода скользящего допуска](javascript:termInfo(%22метода%20скользящего%20допуска%22)) является то, что степень нарушения ограничений по мере приближения к минимуму минимизируемой функции постепенно уменьшается. Т.е. на первых итерациях ограничения могут удовлетворяться приближенно, а высокая точность удовлетворения ограничений необходима лишь в окрестности решения. Это обстоятельство позволяет сократить полный объем вычислений по сравнению с другими методами.

Одна из сложностей применения [метода скользящего допуска](javascript:termInfo(%22метода%20скользящего%20допуска%22)) — возможные осцилляция решения относительно границы области (см. ниже).

Комбинация метода скользящего допуска с методом Нелдера-Мида.

При комбинации [метода скользящего допуска](javascript:termInfo(%22метода%20скользящего%20допуска%22)) с [методом Нелдера-Мида](javascript:termInfo(%22методом%20Нелдера-Мида%22)) можно предложить разные виды [критерия скользящего допуска](javascript:termInfo(%22критерия%20скользящего%20допуска%22)). Чаще всего в качестве этого критерия используют следующую функцию координат вершин деформируемого многогранника :

|  |  |
| --- | --- |
|  | (7) |

Здесь — вектор координат центра тяжести многогранника , так что величина

есть среднее расстояние вершин многогранника от его центра тяжести.

Из (7) следует, что [критерий скользящего допуска](javascript:termInfo(%22критерий%20скользящего%20допуска%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAVAQAAAACFmUgGAAAAQUlEQVR4nGP8z/CfiYGBAYQZ/v/zY2JgfMDc8P8F4z+IGNP/egYmMJuJgbmKRQEkxlzCIQCW+wDEDw0YGJHMAGEAPIgQX0l9lLoAAAAASUVORK5CYII=)является положительно определенной функцией координат вершин многогранника . С другой стороны, поскольку размер многогранника при приближении к точке минимума уменьшается (в пределе до нуля), то справедливо предельное соотношение

Для задачи (1), (2) в качестве функционала обычно используют функционал

|  |  |
| --- | --- |
|  | (8) |

где

Из (8) следует, что функционал обладает следующим свойством

Из (8) вытекает также, что если значение функционала мало, то точка находится недалеко от границы области .

Примечание 1

Поскольку [метод Нелдера-Мида](javascript:termInfo(%22метод%20Нелдера-Мида%22)) является детерминированным методом нулевого порядка, комбинация [метода скользящего допуска](javascript:termInfo(%22метода%20скользящего%20допуска%22)) с методом Нелдера-Мида также представляет собой детерминированный метод нулевого порядка.

Упрощенная схема комбинации метода скользящего допуска и метода Нелдера-Мида.

Симплекс с вершинами обозначим.

Задаем начальный симплекс и полагаем счетчик числа итераций .

С помощью [метода Нелдера-Мида](javascript:termInfo(%22метода%20Нелдера-Мида%22)), исходя из симплекса , выполняем одну итерацию по решению [задачи локальной безусловной оптимизации](javascript:termInfo(%22задачи%20локальной%20безусловной%20оптимизации%22)) (4) — находим симплекс с вершинами .

Вычисляем значения функционала во всех вершинах симплекса и значение [критерия скользящего допуска](javascript:termInfo(%22критерия%20скользящего%20допуска%22)) . Находим вершину симплекса , в которой значение функционала максимально, т.е. вершину, которая расположена дальше всех от границы области . Обозначим эту вершину .

Если (точка является [допустимой точкой](javascript:termInfo(%22допустимой%20точкой%22)) или [почти допустимой точкой](javascript:termInfo(%22почти%20допустимой%20точкой%22))), то проверяем условие окончания поиска (см. схему [метода Нелдера-Мида](javascript:termInfo(%22метода%20Нелдера-Мида%22))). Если это условие выполнено, то завершаем итерации. Если условие окончания поиска не выполнено, то формируем симплекс с вершинами , полагаем и переходим к п.2.

Если (точка является [недопустимой точкой](javascript:termInfo(%22недопустимой%20точкой%22))), то с помощью [метода Нелдера-Мида](javascript:termInfo(%22метода%20Нелдера-Мида%22)), исходя из точки , решаем [задачу локальной безусловной оптимизации](javascript:termInfo(%22задачу%20локальной%20безусловной%20оптимизации%22)) (5) с критерием окончания итераций (6) — находим точку . Формируем новый симплекс с вершинами полагаем и переходим к п.2

Ослабление осцилляций решения

Как отмечалось выше, одной из сложностей применения [метода скользящего допуска](javascript:termInfo(%22метода%20скользящего%20допуска%22)) являются возможные осцилляция решения относительно границы области D. Поясним суть этого явления на примере.

Пример 1

Рассмотрим двумерную [задачу условной оптимизации](javascript:termInfo(%22задачу%20условной%20оптимизации%22)) (1), когда [критерий оптимальности](javascript:termInfo(%22критерий%20оптимальности%22)) равен

и [множество допустимых значений](javascript:termInfo(%22множество%20допустимых%20значений%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOAQAAAADY8XtCAAAAJ0lEQVR4nGP8/5+JgQGImBP7mdtZmGtACCICRh+YGB4wp65n/P8fALBwCXvFzGiNAAAAAElFTkSuQmCC)определяется ограничениями

|  |  |
| --- | --- |
|  | (9) |

Положим, что на ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAOAQAAAADV7wsFAAAAH0lEQVR4nGP+z8jEwICCXjEw3WNg0kCIMAfcZbJgAABaSQR0wx5OsQAAAABJRU5ErkJggg==)-ой итерации координаты вершин текущего симплекса равны ,. Тогда после одной итерации по решению [задачи локальной безусловной оптимизации](javascript:termInfo(%22задачи%20локальной%20безусловной%20оптимизации%22)) (4) [методом Нелдера-Мида](javascript:termInfo(%22методом%20Нелдера-Мида%22)) получим симплекс с вершинами (см. рис. 1).

|  |
| --- |
| ?n=1 |

Рис. 1. К прим. 1. После успешного отражения вершины выполнено успешное растяжение симплекса.

Линии уровня функции на рис. 1 получены с помощью следующей MATLAB-программы:

x = 0 : 0.15 : 5;

y = x;

[X, Y] = meshgrid(x);

Z = -X - Y;

V = [-1, -2, -3, -4, -5, -6, -7, -8, -9, -10];

[C, h] = contour(X, Y, Z, V);

clabel(C, h);

Положим далее, что точка , расположенная далее всех от границы области D, является [недопустимой точкой](javascript:termInfo(%22недопустимой%20точкой%22)), т.е. . Тогда при решении помощью [метода Нелдера-Мида](javascript:termInfo(%22метода%20Нелдера-Мида%22)) [задачи локальной безусловной оптимизации](javascript:termInfo(%22задачи%20локальной%20безусловной%20оптимизации%22)) (5) возможна ситуация, приведенная на рис. 2.

|  |
| --- |
| ?n=2 |

Рис. 2. К прим. 1. После успешного отражения вершины X03 выполнено растяжение симплекса и отражение вершины X02.

Из (8), (9) следует, что если и точка X лежит в первой четверти системы координат , то . На рис. 2 показаны линии уровня функции именно для этого случая. Линии уровня получены с помощью следующей MATLAB-программы:

x = 0 : 0.01 : 5;

y = x;

[X, Y] = meshgrid(x);

Z = + - 9.;

Рассмотренный пример иллюстрирует тот факт, что поскольку вершина симплекса расположена далеко от границы области D, то после операций отражения и растяжения точка может оказаться глубоко в недопустимой области. В результате в процессе минимизации функционала может получиться точка , которая снова оказывается далеко от границы области . И т.д.

Эффект, рассмотренный в прим. 1, и называется осцилляцией решения относительно границы области .

Для ослабления влияния осцилляций в простейшем случае можно вместо точки использовать точку — середину отрезка .

Чаще с этой целью используют квадратичную интерполяцию функции на отрезке по трем точкам , где — также середина отрезка — см. рис. 3. Обозначим эту интерполирующую функцию (см. параграф 4.7). Вместо точки в этом случае можно использовать один из нулей функции либо его приближенное значение, найденное, например, методом касательных.

|  |
| --- |
| ?n=3 |

Рис. 3. Использование квадратичной интерполяции функции на отрезке по трем точкам для ослабления осцилляций. Случай, когда точка принадлежит области допустимых значений .

### 9.3. Модифицированный метод комплексов

Рассмотрим многомерную [задачу локальной условной оптимизации](javascript:termInfo(%22задачу%20локальной%20условной%20оптимизации%22))

|  |  |
| --- | --- |
|  | (1) |

где [множество допустимых значений](javascript:termInfo(%22множество%20допустимых%20значений%22)) определяется только ограничениями типа неравенств и представляет собой гиперпараллелепипед, т.е.

|  |  |
| --- | --- |
|  | (2) |

Здесь — нижняя и верхняя границы [области допустимых значений](javascript:termInfo(%22области%20допустимых%20значений%22)) по -му измерению (см. рис. 1).

|  |
| --- |
| ?n=1 |

Рис. 1. Область допустимых значений в виде гиперпараллелепипеда;

[Метод комплексов](javascript:termInfo(%22Метод%20комплексов%22)) в многомерной [задаче безусловной оптимизации](javascript:termInfo(%22задаче%20безусловной%20оптимизации%22)) рассмотрен в параграфе 8.2. В данном параграфе рассматривается модификация этого метода для решения многомерной [задачи условной оптимизации](javascript:termInfo(%22задачи%20условной%20оптимизации%22)) - [модифицированный метод комплексов](javascript:termInfo(%22модифицированный%20метод%20комплексов%22)).

Основные операции метода комплексов.

Напомним, что [комплексом](javascript:termInfo(%22комплексом%22)) называется многогранник с вершинами (не обязательно выпуклый). Рекомендуется использовать комплекс с вершинами. Так же, как при решении [задачи безусловной оптимизации](javascript:termInfo(%22задачи%20безусловной%20оптимизации%22)), при решении задачи (1) [методом комплексов](javascript:termInfo(%22методом%20комплексов%22)) используются следующие операции:

генерация случайного [комплекса](javascript:termInfo(%22комплекса%22));

[отражение вершины комплекса с растяжением](javascript:termInfo(%22отражение%20вершины%20комплекса%20с%20растяжением%22));

[сжатие комплекса](javascript:termInfo(%22сжатие%20комплекса%22)).

Генерация случайного [комплекса](javascript:termInfo(%22комплекса%22)). Координаты вершин случайного комплекса с вершинами могут быть найдены по формуле

|  |  |
| --- | --- |
|  | (3) |

где — произвольная начальная точка, – номер вершины [комплекса](javascript:termInfo(%22комплекса%22)), — скаляр, определяющий размер комплекса, — реализация -мерного случайного вектора, — некоторая векторная норма. Обычно в качестве координат вектора используют независимые случайные величины, равномерно распределенные в интервале .

[Отражение вершины комплекса с растяжением](javascript:termInfo(%22Отражение%20вершины%20комплекса%20с%20растяжением%22)). Положим, что задан [комплекс](javascript:termInfo(%22комплекс%22)) с вершинами , и его вершину необходимо отразить через центр тяжести комплекса с растяжением. В новом комплексе все вершины, кроме -ой, совпадают с соответствующими вершинами исходного комплекса , а -я вершина находится на прямой, проходящей через центр тяжести этого комплекса и его вершину (см. рис. 2). Обозначим координаты вершин нового комплекса . Тогда имеем

|  |  |
| --- | --- |
|  | (4) |

где ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAQAQAAAAAO73OXAAAAKUlEQVR4nGP8/5eJgQGOmGsfMPyOYfrDwFzzGYggggy/dRj/XGAEqwQAKQcNlmXcHToAAAAASUVORK5CYII=)— коэффициент растяжения (рекомендуемое значение — ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAQAQAAAADLnekGAAAAPklEQVR4nGP8z8DQyMQABBDiH0MHA9MXhjcMzK2MToeBYn9AEj9AxA0QoQMiOBhgOoCyv39IMDCxc3yAiAEASB8NmC/vTY8AAAAASUVORK5CYII=)), — вектор координат центра тяжести [комплекса](javascript:termInfo(%22комплекса%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAATAQAAAABXNXsmAAAAR0lEQVR4nGP8z/CTiYGBgYnh/wImhn8PGP///8X014CB4fe5H8xVPKzMJf/aGN7//wFRA8HMDV9YmVg+MDD8sf/BCNfPwAAAKZYYfc7myvIAAAAASUVORK5CYII=):

|  |  |
| --- | --- |
|  | (5) |
| ?n=2 | |

Рис. 2. Отражение вершины комплекса через центр его тяжести с растяжением. Пунктиром показан новый комплекс .

[Сжатие комплекса](javascript:termInfo(%22Сжатие%20комплекса%22)). Положим, что задан [комплекс](javascript:termInfo(%22комплекс%22)) с вершинами

, и его вершину необходимо переместить ближе к центру тяжести комплекса — выполнить сжатие комплекса. В новом комплексе все вершины, кроме -ой, совпадают с соответствующими вершинами исходного комплекса , а -я вершина находится на прямой, проходящей через центр тяжести этого комплекса и его вершину (см. рис. 3). Обозначим координаты вершин нового комплекса . Тогда имеем

(6)

где — коэффициент растяжения (рекомендуемое значение — 2), — вектор координат центра тяжести [комплекса](javascript:termInfo(%22комплекса%22)) (см. (5)).

|  |
| --- |
| ?n=3 |

Рис. 3. Сжатие комплекса . Пунктиром показан новый комплекс .

Упрощенная схема модифицированного метода комплексов.

Задаем начальную точку , исходя из которой должен быть построен [комплекс](javascript:termInfo(%22комплекс%22)) , величину , а также коэффициенты полагаем счетчик числа итераций .

Строим начальный [комплекс](javascript:termInfo(%22комплекс%22)) :

поочередно для по формуле (3) находим координаты вершин [комплекса](javascript:termInfo(%22комплекса%22)) ; комплекса ;

если вершина является недопустимой (выходит за границы области ), то по формуле, аналогичной формуле (6), выполняем сжатие уже построенного [комплекса](javascript:termInfo(%22комплекса%22)) с ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAXAQAAAAD43fgsAAAAK0lEQVR4nGP8/5OJgQEXYs7iYA6SZO5phYswPPvBxMzAXM0KVRAgyTznLwD8dwh7SlkwRwAAAABJRU5ErkJggg==)вершинами, вдоль направления , где — центр тяжести уже найденных -ой вершин комплекса (см. рис. 4);

если после [сжатия комплекса](javascript:termInfo(%22сжатия%20комплекса%22)) вершин по-прежнему является недопустимой, повторяем описанную процедуру сжатия;

вычисляем значения функции во всех вершинах построенного [комплекса](javascript:termInfo(%22комплекса%22)) .

Находим максимальное из значений функции в вершинах [комплекса](javascript:termInfo(%22комплекса%22))

По формулам (4), (5) отражаем с растяжением вершину [комплекса](javascript:termInfo(%22комплекса%22)) — получаем вершину и новый комплекс :

если точка является не допустимой (выходит за границы области ) и , то по формуле (6), выполняем [сжатие комплекса](javascript:termInfo(%22сжатие%20комплекса%22)) вдоль направления , где — центр тяжести [комплекса](javascript:termInfo(%22комплекса%22)) , до тех пор, пока точка не станет допустимой (см. рис. 5). Переходим к п.5;

если точка является допустимой (не выходит за границы области ) и , то переходим к шагу 5;

если точка является не допустимой, но , то переходим к п. 6.

Проверяем условие окончания поиска (см. ниже). Если условие окончания поиска выполнено, то в качестве точки принимаем вершину [комплекса](javascript:termInfo(%22комплекса%22)) , к которой функция имеет наименьшее значение, вычисляем соответствующие значения и завершаем итерации. Иначе — переходим к п. 3

Если , то полагаем ; если то полагаем (см. рис. 6). Переходим к п.3![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAANAQAAAACxp2LSAAAAI0lEQVR4nGP8/5eJgQGOGP7UMPywYfrxACrCocDc8IDx/18ArekKGivMVUUAAAAASUVORK5CYII=)

|  |
| --- |
| ?n=4 |

Рис. 4. Построение комплекса C0.

|  |
| --- |
| ?n=5 |

Рис. 5. Построение комплекса Cr+1.

|  |
| --- |
| ?n=6 |

Рис. 6. Построение комплекса Cr+1.

На рис. 4 точка оказалась за границей области . После операции [сжатия комплекса](javascript:termInfo(%22сжатия%20комплекса%22)) вершины [комплекса](javascript:termInfo(%22комплекса%22)) вдоль направления получаем вершину . Здесь ()p — центр тяжести комплекса.

На рис. 5 полагается, что . Точка оказалась границей области . После операции [сжатия комплекса](javascript:termInfo(%22сжатия%20комплекса%22)) вершины [комплекса](javascript:termInfo(%22комплекса%22)) вдоль направления получаем вершину .

На рис. 6 полагается, что . Точка оказалась за границей области - нарушено ограничение . Точка получена проектированием точки на прямую .

В качестве критерия окончания поиска может использоваться следующее условие: максимальная длина ребра [комплекса](javascript:termInfo(%22комплекса%22)) не превышает — требуемую точность решения по . Может использоваться также следующее аналогичное условие: максимальная разность значений функции в двух вершинах комплекса не превышает — требуемую точность решения по .

Могут использоваться также более сложные условия окончания поиска, учитывающие текущий размер [комплекса](javascript:termInfo(%22комплекса%22)) или в некотором смысле среднее значение функции в его вершинах (см. параграф 8.2).

Изложенная схема [метода комплексов](javascript:termInfo(%22метода%20комплексов%22)) приводит к "уплощению" [комплекса](javascript:termInfo(%22комплекса%22)) вблизи границы [области допустимых значений](javascript:termInfo(%22области%20допустимых%20значений%22)) , что может значительно уменьшить эффективность метода. С целью преодоления этого недостатка через фиксированное количество итераций находятся максимальная и минимальная диагонали комплекса и, если их отношение превышает заданное, то по рассмотренной схеме производится построение нового комплекса.

### 9.4. Метод линейной аппроксимации

Сделаем ряд дополнительных допущений. Пусть [множество допустимых значений](javascript:termInfo(%22множество%20допустимых%20значений%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAQAQAAAAA3iMLMAAAAJ0lEQVR4nGP8z8DEAELMjgmM318w17AAEUQEhn4wMXxgdi1gBKsEAMkECD3baM87AAAAAElFTkSuQmCC)определяется только ограничениями типа неравенств и [ограничивающие функции](javascript:termInfo(%22ограничивающие%20функции%22)) являются непрерывными, дифференцируемыми и выпуклыми:

, (1)

(2)

Пусть функция также непрерывна, дифференцируема и выпукла во множестве .

Суть метода линейной аппроксимации.

[Метод линейной аппроксимации](javascript:termInfo(%22Метод%20линейной%20аппроксимации%20%22)) использует на каждой итерации линейную аппроксимацию [целевой функции](javascript:termInfo(%22целевой%20функции%22)) и [ограничивающих функций](javascript:termInfo(%22ограничивающих%20функций%22)) в окрестности текущей точки

|  |  |
| --- | --- |
|  | (3) |

|  |  |
| --- | --- |
| (4) |  |

Вместо задачи (1) на каждой итерации решается вспомогательная [задача линейного программирования](javascript:termInfo(%22задача%20линейного%20программирования%22))

|  |  |
| --- | --- |
|  | (5) |

где .

В изложенном виде метод может привести к выходу точки за пределы допустимой области (см. прим. 1).

Пример 1

Рассмотрим следующую двумерную [задачу условной оптимизации](javascript:termInfo(%22задачу%20условной%20оптимизации%22)) с тремя ограничениями типа неравенств (первое ограничение – нелинейное, второе и третье ограничения — линейные):

где

Положим, что текущая точка есть . Линеаризуем [целевую функцию](javascript:termInfo(%22целевую%20функцию%22)) и [ограничивающую функцию](javascript:termInfo(%22ограничивающую%20функцию%22)) в окрестности этой точки.

Поскольку

по формуле (3) имеем

Аналогично для [ограничивающих функции](javascript:termInfo(%22ограничивающих%20функции%22)) по формуле (4) имеем:

Пример иллюстрирует рис. 1, на котором линии уровня [целевой функции](javascript:termInfo(%22целевой%20функции%22)) получены с помощью следующей MATLAB-программы:

x = -2 : 0.1 : 6;

y = x;

[X, Y] = meshgrid(x);

Z = X.^2 + (Y - 6.).^2 - 12;

V = [-10, -5, 0, 5, 10, 20, 40, 80];

[C, h] = contour(X, Y, Z, V);

clabel(C, h);

|  |
| --- |
| ?n=1 |

Рис. 1. Точка Xr+1 лежит вне области допустимых значений D.

Примечание 1

Прямая представляет собой след от пересечения плоскости, которая является касательной к поверхности в точке , с плоскостью 0x1x2. Эта прямая не обязательно является касательной к линии — прямая может пересекать кривую , быть касательной к ней или не иметь с ней общих точек. Аналогично, линия уровня функции представляет собой след от пересечения плоскости, которая является касательной к поверхности в точке , с плоскостью .

Чтобы избежать выхода текущей точки за границы [области допустимых значений](javascript:termInfo(%22области%20допустимых%20значений%22)), следующее приближение к точке минимума функции из множества находится по формуле

|  |  |
| --- | --- |
|  | (6) |

где — решение вспомогательной [задачи линейного программирования](javascript:termInfo(%22задачи%20линейного%20программирования%22)) (5).

Величина шага в формуле (6) в разных вариантах [метода линейной аппроксимации](javascript:termInfo(%22метода%20линейной%20аппроксимации%22)) может определяться разными способами. Приведем два из множества возможных способов.

1-й способ выбора величины шага . Величина находится как решение [задачи одномерной оптимизации](javascript:termInfo(%22задачи%20одномерной%20оптимизации%22)) функции на отрезке

(7)

2-й способ выбора величины шага . Полагаем и по формуле (6) находим вектор . Вычисляем значение [целевой функции](javascript:termInfo(%22целевой%20функции%22)) в полученной точке. Если условие

(8)

не выполнено, то уменьшаем величину шага (например, в два раза) и повторно проверяем выполнение условия (8). Дробление шага и вычисление производим до выполнения условия (8).

Схема метода линейной аппроксимации.

Рассмотрим вариант метода, в котором используется 1-й способ выбора величины шага .

Задаем начальную точку и полагаем счетчик числа итераций .

Вычисляем градиенты функций в точке .

Решаем [задачу линейного программирования](javascript:termInfo(%22задачу%20линейного%20программирования%22)) (5) – находим точку .

Решаем одномерную задачу минимизации (7) – находим величину шага и вектор .

Проверяем условие окончания поиска (см. ниже). Если условие окончания поиска выполнено, то полагаем и завершаем итерации. Иначе – полагаем и переходим к п.2![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAANAQAAAACxp2LSAAAAI0lEQVR4nGP8/5eJgQGOGP7UMPywYfrxACrCocDc8IDx/18ArekKGivMVUUAAAAASUVORK5CYII=)

В качестве критерия окончания поиска можно использовать [стандартные условия окончания итераций](javascript:termInfo(%22стандартные%20условия%20окончания%20итераций%22))

или условии

,

где ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAVAQAAAACBbJg7AAAAPUlEQVR4nGP8z/CTiYGBAR9mLuT4y/S/gYG5gjOGuVL8KdN/BgbG99+FmBgmMDB+YGVmbv8PVMcEVc/CAAAFTw12rwu/bgAAAABJRU5ErkJggg==)— константа, определяющая требуемую точность решения по градиенту функции .

Отметим следующие трудности, возникающие при использовании [метода линейной аппроксимации](javascript:termInfo(%22метода%20линейной%20аппроксимации%22)):

Если функция имеет высокую степень нелинейности, то на основе решения вспомогательной задачи минимизации (5) направление поиска может быть выбрано слишком неточно (см. рис. 2), что приводит к медленной сходимости метода.

Метод требует, чтобы точка принадлежала [множеству допустимых значений](javascript:termInfo(%22множеству%20допустимых%20значений%22)) . Если это требование не выполнено, то прежде приходится использовать какой-либо метод поиска точки, принадлежащей множеству допустимых значений.

|  |
| --- |
| ?n=2 |

Рис. 2. Направление поиска (Xr+1-Xr), которое обеспечивает метод на основе линейной аппроксимации, далеко от оптимального направления (X\*-Xr).

Возможны модификации [метода линейной аппроксимации](javascript:termInfo(%22метода%20линейной%20аппроксимации%22)), при которых необходимые производные вычисляются с помощью конечных разностей.

### 9.5. Метод проекции градиента

Рассмотрим многомерную [задачу локальной условной оптимизации](javascript:termInfo(%22задачу%20локальной%20условной%20оптимизации%22))

|  |  |
| --- | --- |
| , | (1) |

где [множество допустимых значений](javascript:termInfo(%22множество%20допустимых%20значений%22)) определяется только ограничениями типа неравенств

|  |  |
| --- | --- |
|  | (2) |

и [целевая функция](javascript:termInfo(%22целевая%20функция%22)) и [ограничивающие функции](javascript:termInfo(%22ограничивающие%20функции%22)) являются непрерывными и дифференцируемыми функциями, а ограничивающие функции еще и выпуклы.

Проектирование точки на множество.

Идея [метода проекции градиента](javascript:termInfo(%22метод%20проекции%20градиента%22)) состоит в том, что если на некоторой итерации точка

|  |  |
| --- | --- |
| , | (3) |

полученная с помощью [градиентного метода наискорейшего спуска](javascript:termInfo(%22градиентного%20метода%20наискорейшего%20спуска%22)) (см. главу 7), оказывается вне [множества допустимых значений](javascript:termInfo(%22множества%20допустимых%20значений%22)) , то она возвращается на это множество. Возврат производится с помощью процедуры "[проекция точки на множество](javascript:termInfo(%22проекция%20точки%20на%20множество%22))". Напомним, что в формуле (3) — длина шага на -ой итерации в направлении ;

единичный вектор направления антиградиента функции в точке , ||\*|| — некоторая векторная норма, например, евклидова.

Определение. Проекцией точки на замкнутое множество называется ближайшая к точка множества . Т.е. точка называется проекцией точки на замкнутое множество , если

|  |  |
| --- | --- |
|  | (4) |

где — расстояние между точками в некоторой метрике, например, ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAANAQAAAACxp2LSAAAAI0lEQVR4nGP8/5eJgQGOGP7UMPywYfrxACrCocDc8IDx/18ArekKGivMVUUAAAAASUVORK5CYII=)

Проекцию точки на замкнутое множество будем обозначать (см. рис. 1). Очевидно, что , если .

|  |
| --- |
| ?n=1 |

Рис. 1. К определению проекции точки на множество. Прямая l является касательной к границе области D в точке .

Можно показать, что если D — замкнутое [выпуклое множество](javascript:termInfo(%22выпуклое%20множество%22)) пространства , то для любой точки существует единственная ее проекция на это множество.

Задача (4) поиска [проекции точки на множество](javascript:termInfo(%22проекции%20точки%20на%20множество%22)) также является многомерной [задачей условной оптимизации](javascript:termInfo(%22задачей%20условной%20оптимизации%22)) и ее решении может вызвать в общем случае значительные затруднения.

Задача (4) становится [задачей квадратичного программирования](javascript:termInfo(%22задачей%20квадратичного%20программирования%22)), если множество D задается лишь линейными ограничениями типа неравенств и если функция является квадратичной функцией , например, если .

Наибольший практический интерес представляет ситуация, когда множество D таково, что задача (4) может быть решена в явном виде. Приведем несколько наиболее практически важных примеров таких множеств.

Схема комбинации метода проекции градиента с методом дробления шага.

[Метод проекции градиента](javascript:termInfo(%22Метод%20проекции%20градиента%22)) может быть скомбинирован со многими градиентными методами (см. главу 7). Рассмотрим комбинацию метода проекции градиента с градиентным методом дробления шага.

Напомним, что в [градиентном методе с дроблением шага](javascript:termInfo(%22градиентном%20методе%20с%20дроблением%20шага%22)) величина шага ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAVAQAAAACBbJg7AAAAQklEQVR4nGP8z/CTiYGBAYQZ/n+qYGJgZ2D8zMDKXMTByAQUZG7/ygqW+/v/B9NfiDqmP1Ca4QADw3v7H4xIZoAwAAw6EU2N77RuAAAAAElFTkSuQmCC)находится из условия

|  |  |
| --- | --- |
| ?k=10 | (5) |

Схема метода:

Задаем начальную точку ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAZAQAAAADoZ2jzAAAAU0lEQVR4nGP8z8DwkIkBCIDEJxDxlwHGBRIPExkYGH8wf/7ExPIHJFYBJJgOgFgfmBmYGBn4IOqY6xktPgIJmY9M/0HcUja+j0xv7wL1IhuPQQAAnB8UuYhqbuYAAAAASUVORK5CYII=), начальную величину шага ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAZAQAAAAAZbDN+AAAAQUlEQVR4nGP8z/CRiYGBgYnhJwPD/+8FEDYUfwHiH0AM5DAJMDAw/v39g4mBnYHpL1T+D0ztAQaG9/YfGOFmoWIA4z0RN+X2hkUAAAAASUVORK5CYII=)и коэффициент дробления шага ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAAXAQAAAAB4rs8/AAAAg0lEQVR4nGP8zwABD5kYYIAk1gEGhh8Q1k6G/ywMDP/////3vf7H3wdAsSag4WyMDEw/HPYx/HAAKmHO0Wa0/fVCgbGQSeBAA9QUFpiRQOoflPUfKMlxAMRiZmwASf8HkUwMjCX/GhgYgcb+Z/zD8u8xSIaxAaSNGWyaFMuvr4xYfAQAS6wpJs3RM1YAAAAASUVORK5CYII=). Полагаем счетчик числа итераций ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAAQAQAAAAC5UouwAAAARUlEQVR4nGP8z8DA8JOJAQQQ5E8GFiD5vxEiwpzFzfCFlen2R6Agkzb/H4RKsAgD/x+OAxARhuP////4wTyHgYHlL0QEAPd1EiH22CX3AAAAAElFTkSuQmCC).

По формуле (3) вычисляем координаты точки ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAhAQAAAABovW8LAAAAdUlEQVR4nGP8zwAED5kYwAA79d8GRDHXacsw/PjKCNLw4idI7ocASMlTkJKHiXwgNT9+P2/4/oDxz+8fHAwvmRgqwNqZDnwAG/aBgeMNAxMjgwKDDMxo5npGCwaGj0BKBkgx/YcIlrLxgXhv74J4jEQ4kDAFACmxIuANHZQWAAAAAElFTkSuQmCC)и проекцию ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIQAAAAhAQAAAAAw7j5XAAABAklEQVR4nLWRMU7DQBBF/64t7Aqlh0i5BUlB5CNwhIgLQB8QvgFX4BAU6diaM0RKJBokCm8kiDFr7zDeHSIBBQXKb0Z++jv7/1oRvmuj8VP/ILe/yBPg5buFkts/DuJ87WQPpWLJZXN3J84CSEqgGd7bM8VxJ8+zkQMRbaetHVZE7XVj5hbmhqrTznc1kZ875yzqB1odMXFMTnqiMcL60odgat1+JeRYrp/vSLdMNoUpUmSq0ShzHDJ5kSyZFNGNGWAppRaBZMHK4lPHu+4mnqKyn8mV9uqce5KCS7Le+siXj4uwpr4IJnLViruRoyjODDuIKXev+jbLY16R2u8//YN8AtP/d39TGTlkAAAAAElFTkSuQmCC)этой точки на множество D.

Вычисляем величину ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAZAQAAAACgeLU2AAAAoUlEQVR4nGP8zwABH5kYYADK+g9n/YOzmqCs/wEQdX95FR8AWYz/Gf6oxP+a9vInwx/57/P+/a/7/YGJOeHHe7Aqpp8TPlgATWNkYK7+YvJRltGu0ZK55ISQEj8Dk2Mlqr3vICyOPwzsEBbjDIYHYBZz8w/7jYccGP5bAu24IyH///+/Dwz//7//DwR/PwD1ckCcCmSxgFh/4CwOBgy/AQEAFko5+NU4d3MAAAAASUVORK5CYII=)— значение функции ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAXAQAAAABYQpDCAAAAdUlEQVR4nGP8zwAEH5kYwAAX9ZdXAUT9F45hYPgj/33e3w9MzAk/3jMyMPzgv3/0fwHT/wyGfwwMzCUnhJT4fiJpfwekOP4wsAMpxhkMD4BKmn/Ybzx0E2jKHQn5Aob//9////cBqJKD4T9IAwvQGDDFArMdADYoJo+O02qtAAAAAElFTkSuQmCC)в точке ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAZAQAAAACAlOrLAAAAZ0lEQVR4nGP8zwAED5kYwABM/YBQH8DUDwEQ9RQk9zCRDyz9+3nD9weMf37/4GB4ycRQAdbHdOADWPsHBo43DEyMDAoMMgxQM5nrGS0YGD4CKRkgxfQfIljKxgfivb0L4jFiOgIHBQAeiR3rQxZQKAAAAABJRU5ErkJggg==).

Если условие дробления шага выполнено (см. параграф 7.1), то переходим к следующему пункту. Иначе – переходим к п.6.

Полагаем ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEAAAAAVAQAAAADeUdU3AAAAfklEQVR4nGP8zwABTAyYjM8NQOp/ABMDO4jP+IDxMwMPUKCBkekHC0iGoYG5ghXI+s+oyCTwA6TlPwNIguH/SwYG5nrO/0x/3Z4qMPz6////v/fx/8EmMwLNZK5kBXK+VwoAFTP+Z4gHilQfVWBgEOAUYfoJtlMAJI7bYVAAAAYNJGq23XrhAAAAAElFTkSuQmCC)и переходим к п.2.

Проверяем условие окончания поиска (см. ниже). Если условие окончания поиска выполнено, то полагаем ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMEAAAAaAQAAAAAmwAXdAAABV0lEQVR4nJVSPU/DMBB9cQPtAMg7SE3FysSAkBjwwA8p/6ADA1tDxcAGP4Gf0IGNAYNAQgjEwsJA5aplhBoqaKWkMWfnA4aCxA3nu3vx+d27eAbTbY/9AgCEqDSyh8zLsUN204SqRufI2CHrLtYC8Br5lYpDrm18Y505SoFhmL5zALT2l2zF49Z3t8sucaz7c2q1E2StHpfHd6db5+zikhKu+SvwZpt00Y/9jTAAW1uhNHHM5y2yCGnJcjBf412X3TQ9gb66arYkca6AMYUopGF4G5NjfCAS0PA/iZsnUWr7EGhAcczWZdWjVgu+ZQ2uCrFqhT5IFU2+CzRvqgQzghh47lagiYFQmVwsCYhB7OJSnRjMyHxjo4EZVO8PDdnEmM5mlAx7FI9CdvtADE526BtBQtbkM16esvcKO8vOpnWDcMq2hVsXfiA5c6e5yrYwxf7+d/6NfAHWko/JKE5NdAAAAABJRU5ErkJggg==)и завершаем итерации. Иначе – полагаем ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAQAQAAAABxPmFmAAAAT0lEQVR4nGP8zwACH5kYIACV/gOhf7xgYG4Acfl+M71iYHgFkr/9keU2SO79///vGao/sIDY31m+MjF8ZIHo5/+DYt4NBoYbHN8YGNHsAwBcIBnFeVynwAAAAABJRU5ErkJggg==)переходим к п.2![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAANAQAAAACxp2LSAAAAI0lEQVR4nGP8/5eJgQGOGP7UMPywYfrxACrCocDc8IDx/18ArekKGivMVUUAAAAASUVORK5CYII=)

В качестве критерия окончания поиска можно использоваться одно из [стандартных условий окончания итераций](javascript:termInfo(%22стандартных%20условий%20окончания%20итераций%22))

![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAK0AAAAZAQAAAABrj5ONAAABCElEQVR4nJ2RMU7DQBBF/2wSealwSWlR5Qjp4ptwhRRIUBrOBBKiCqKjobVSoSAEBcZOFRvMDjO7joWIK6b4+vs0mvm7S4yBaswQBQKuhvHTX0zsm+OB2Q/Bv6h8pt6Pssv7+QQWd+skUnCciHyjeC4fqWTebF8L5qZhrdogruIPabC1FW0NOCRxIQb7kAR8BRyFeONMuW3hutxLxPmv7LmmNRgjxUxNonEtKn7b3RIb3YfIcSa91q9cCjiseTdkSn4IdeeF3ln2GS6ngttAnR8iMgGdC84XHr/Purck1Ingq1N/Xt2qtvJSdCTZCu6rtyc3+592AUk5OjvowdbbFG59Tf/4+b36AcQGcFCNiGk4AAAAAElFTkSuQmCC)

![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALgAAAAZAQAAAACqCNkhAAABMUlEQVR4nJ1SsUrDUBQ9N6S0kzx0Egvq1lG3giD5FXHt4ODgIKSt/QCHfoqzZhHFxcUhi5iCQhHaBIpYTMz1vptYpcTFOzzOO5x737mHR4zKcqrpBZ/8wUdLPHEpN1X6u8V91v3h+4NmyY4O6t+CmPkwvqcp2wrTWXylyMGAzxMzJekf4TlzG+BiTodza8YDNhCcwEVqeRerH3VEO9gCri/7u/MV5KrnCRDAhIJTT9cLYW6Fp1NXhrTFf7BJMISEx61f+fS8Ehg0hsrngb36cvKRgBaZV7jEXSrD8aLttj4ZJ3BoDVk5oBao9Vrhc+o+2O7EYG//rSlbEc/tXkNcHBf6F0weNeN1fyz5fGogGovPnFpw9i5+SMXqSaxm6AEdzVNUnGvTE7PmeRPTP//Dcn0Bk32NJHotaY8AAAAASUVORK5CYII=)

или условие ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFUAAAAXAQAAAABSHj6QAAAApElEQVR4nH2Puw3CMBCGfzuWgmjiEbIBIwQ6toBRwgaMQkFBwyggGujIo4ggSsjxH0lEBVecPn/2PWwEY9QW3/jL156DlMmEii+bMVfn4c0m8ROgIDusEnW7tfriuKS89H1kz7q0VI5bG0MgKfnx6Qos5ha+H2Nm5MZ1PMS6771sQzlJnt+eFtPgQOWxpW+6iF6Kit4ZnY/IjfvXnjRwqHfmx9/fKUM2CrnwDT4AAAAASUVORK5CYII=), где — константа, определяющая требуемую точность решения по градиенту функции ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAXAQAAAABYQpDCAAAAdUlEQVR4nGP8zwAEH5kYwAAX9ZdXAUT9F45hYPgj/33e3w9MzAk/3jMyMPzgv3/0fwHT/wyGfwwMzCUnhJT4fiJpfwekOP4wsAMpxhkMD4BKmn/Ybzx0E2jKHQn5Aob//9////cBqJKD4T9IAwvQGDDFArMdADYoJo+O02qtAAAAAElFTkSuQmCC).

Комбинацию [метода проекции градиента](javascript:termInfo(%22метода%20проекции%20градиента%22)) и [градиентного метода с дроблением шага](javascript:termInfo(%22градиентного%20метода%20с%20дроблением%20шага%22)) иллюстрирует рис. 2, на котором показан фрагмент линий уровня [функции Химмельблау](javascript:termInfo(%22функции%20Химмельблау%22)).

|  |
| --- |
| ?n=2 |

Рис. 2. Траектория поиска минимума функции Химмельблау комбинацией метода проекции градиента и градиентного метода с дроблением шага.

Известны модификации [метода проекции градиента](javascript:termInfo(%22метода%20проекции%20градиента%22)), ориентированные на решение [задач условной оптимизации с ограничениями типа равенств](javascript:termInfo(%22задач%20условной%20оптимизации%20с%20ограничениями%20типа%20равенств%22)).

### Пример Проектирование точки на множество

Пусть [множество допустимых значений вектора варьируемых параметров](javascript:termInfo(%22множество%20допустимых%20значений%20вектора%20варьируемых%20параметров%22)) представляет собой неотрицательный октант в ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAYkAAAAZAQAAAADst+/nAAACAUlEQVR4nJ1TP4sTURCffVnMFuptYeFBOBe8QmyicIcEjuyzsbCyEKwE9RMcYiPo5amFWJ1+Ag9sLPMB/PMiGCxTWq6ereyeKNnFt2+ceWu8ZK8I64QM82beb34zb2Y9hIbySDRFANQhUWMIThpDvOWII4U1hhxEtTC2wyWQE5NsMXzwbDjzKEAJ8EnXIHaegENDqZ27VAQBrb5eCI/0kvyzvLekoqliUzEBQAm/aQp1yPDQ9Ph2x1kEKNUX1XLXxWgT495meff56sVYmnQPwwJG62d66wCcmfbpo4TQREKlqpq03+0OXhbfB1fP3vglRHE7s69RbV+/ssoT8mJFD3b+DZxjrknXZSCmU/2TwYYEDCILbQkiyLnhgPOh5ubbPnxmSOTKDapeImg9lGF5U1YPS9w6KrgTVFOAYwAZ5x8pfjt/1j4+0dB6lTABrPBlaBOBd1n5Cuw3ZDKIyW/o5y8OpOIBYXl0GkFT/vI0KpOsuUBOZQswH34kRisvA5G4SQc058cJV0WHOxqKB1yKVdxLxr7xhu1v3TMvdjvb/fjprh2s5em4b7du7XiI+O74Sjq+hGju55js2J6e0lPjlCL8/ysDVuXs9B4xdVH2WNIEWbL8CaufZTDvqUNcA4freY2VaeWVR1rgVcd9otzHRamf54UK48Xr1Ljq5wX5jw/5D96FErbpCyHUAAAAAElFTkSuQmCC). Изобразите на рисунке проекции на это множество двух точек, не принадлежащих множеству ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAUAQAAAABQDKsQAAAASUlEQVR4nGP8z8DQyMQABBDiPwuQYNwJ4h5iYGBuOHiAESrRAFMCIpjrGBwPQrlAE1j+/VjDwPRVxoGBif/DA5CSA0C9DA4QJQA+3BI/9sg8TwAAAABJRU5ErkJggg==)и одной точки, принадлежащей этому множеству.

Решение

Проекция ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAnAQAAAADFwE7aAAAAWUlEQVR4nGP8z/CQiYGBAYEdGJjrFQVBbOY6RkYwXc/4k+kfUI5FAKHuYSID4w/mp0wsNUD+DwaGf/IPmBgVgOwHQPyBgen/DiAG6q1l+s+cfF+AEcMewhgAqkoWGc5tEvcAAAAASUVORK5CYII=)точки ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASAQAAAACRd9jEAAAAQElEQVR4nGP8z/CQiYGBAYwfJjIw/mB+ysRSA+T/YGD4J/+AiVEByH4AxB8YmP7vAGIGBuZapv/MyfcFGJH0AgCUBBHwYTtu9QAAAABJRU5ErkJggg==)на неотрицательный октант пространства ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAATAQAAAABTwKsbAAAAQklEQVR4nGP8z/CfiYGBAYQZ/v+1Y3aUcmb4XnuPuYZZECTGwrBbjOHD/3/MdawMTIwNYHXMNSwKzG78EoxIekEYAMX4D6vjufD+AAAAAElFTkSuQmCC)равна![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALoAAAAnAQAAAACQjW/BAAABUklEQVR4nM2SsUrDUBSG/3sTsEpbdBAXhyu+gzhG8BW6FmcX+wCiERf7Bg4+gKvFQYdiKgo+goO0ceggFJOGItGmOZ6cFinYIkUQT0g493y5/zn5cxVhYjT05DrwC/AxDSQzS73PvEO5IBc9yXvjIATYhFjyeBwYd3qP1EEkSfRj88YtYOdYDmo4SAYGi8DFhou7R3QAX4DPo1hH4TZtxTmDpukYrAngZ1vD5jFDA3ij1yXsYQ97Byh8H/f5QDsFPT/QNYOqFKtc1khWHHhWSla6cIbSQwZKsuM0NqLuQl+hKGYVBVTYpMpAp3WtTpB3MpBvu8PmKaw0ZrUvd5ekeYhkE+j64pX84eiNvz5Z95q2VzZzKq7tXl7vna/a/kt5+R5ErTrfxHHTDyhoZYvXvsdSrcbII8OqHT9bBPs8ESk65Isj6BIdZwk9BZ76y0P9r8An7xiOPUwBZWYAAAAASUVORK5CYII=), где![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALUAAAAeAQAAAABC82IpAAABI0lEQVR4nLVSsUoDQRB9uzm8FBbBKoVFfkOwuE6/IFjmEywsbOQiWqSMjYWNV0r+QTlBSzG1zV1hcZ0KQvZytzvO3GEM4RRSOLAzbx+PNzPLKkJT5LqRBtbno1/4eC0f5T46DfQfc7aXr8MFsjOSsM9ETkB5wic0Wtd6l3EvUasjoPUzT/nAKbC4xyY+e6tzaiScfV5J2/28dZU/HgNbYF3EfCEKfePPn2jC1pN3EALplTKvDmM98n2+bsuCp3y8ynGw46HYYNgdcwoXna73Srg5w2ywNIFHF1OAcuzitQ2rxd9EPWh3ELv+2eWoG/XxQlAoMqSGpRTK+jNKKLmVB2FI/A7ffkgxvaugqftSUNcAb+cMaNiBleoqn5Uw6t//VXN8AU5ri2f1dUU9AAAAAElFTkSuQmCC)На рис. 1 точки ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAZAQAAAABWMTCuAAAAjklEQVR4nIWOsQ0CQRADvfsSEH4BSFAChETQFAkBupAeaIASyP4LoAc2JDwkBOIfzuzpCMhwYq3XkkeIrKui6K+/FwG7GpKoMJurbIG69f8LYHA/Ag+gCqMZZPCsQrRpukO4QnsZeu3ccJ+i5l3z3uYWJ0vp9HRAt/aMbMg+lr0+32PSohCUwskvj/5yfQA3bjb08M0RlAAAAABJRU5ErkJggg==)лежат вне множества ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAATAQAAAACiy/CWAAAAOklEQVR4nGP8z8DAxICE/7MwMDf8dmIC8f79r0eWY/zLyAhh/2dg+fdjDcMH/vtM/B8eAMUOMALNAQD0uRB8UNh+AgAAAABJRU5ErkJggg==)а точка ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAVAQAAAACbUHi1AAAAU0lEQVR4nGP8z8DQyMQABAiCudb6CSPjv/9MjUyMdSCxPyBiB4goABEKCkCi/gID09+FQO5/hg8MTH8YDjAwnVkRwMA8z+bHSahR/w2ABOMDiKEAMBUVsuyr0DcAAAAASUVORK5CYII=)- принадлежит этому множеству.
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Рис. 1.

### Пример Проектирование точки на множество

Пусть [множество допустимых значений вектора варьируемых параметров](javascript:termInfo(%22множество%20допустимых%20значений%20вектора%20варьируемых%20параметров%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAATAQAAAAC49xAYAAAAOklEQVR4nGP8z/CRiYGBAYz/szAwMe4Esg8BMWMDSIzh3/8CmDzjX8ZPEPZ/Buba7/+ZvsowMCLpBwBF8g/jWoGk+QAAAABJRU5ErkJggg==)представляет собой параллелепипед в ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIAAAAAZAQAAAADRLBvtAAAAvUlEQVR4nGP8z4AKmBgICCgwomr5/xFNBSMhMz4qMKCa8e/TB1QV/zCtfYAusIHhgMk/OwuTP4X9EgZ29t/v8TO+L5FK+Pl2h4Myx1cmJkH/AywMInZ8n01+MPznEH3AxO7AwAL2wE/mqqcPf8U+v8EAEQD6oVmJgXmxyge4tf+gljgABf4c+vTgz4EGxg8MTA+AKpj9ZywLXHe39duNuKczNv54Y8Hw//v//2AMBQSDECjwBki+QQozgtEAAMoiT3ouzToSAAAAAElFTkSuQmCC). Изобразите на рисунке проекции на это множество четырех точек, не принадлежащих множеству ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAUAQAAAABQDKsQAAAASUlEQVR4nGP8z8DQyMQABBDiPwuQYNwJ4h5iYGBuOHiAESrRAFMCIpjrGBwPQrlAE1j+/VjDwPRVxoGBif/DA5CSA0C9DA4QJQA+3BI/9sg8TwAAAABJRU5ErkJggg==)и одной точки, принадлежащей этому множеству.

Решение

Если [множество допустимых значений вектора варьируемых параметров](javascript:termInfo(%22множество%20допустимых%20значений%20вектора%20варьируемых%20параметров%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASAQAAAACRd9jEAAAAOElEQVR4nGP8z/CQiYGBAYz/szAwN/w2YgLx/v1PgIsDMeNfxkcQ9n8Gln8/GJi+yjAw8X+AywMAGVwN+Ngj6z4AAAAASUVORK5CYII=)представляет собой параллелепипед в ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHoAAAAWAQAAAAAnFLVoAAAAsUlEQVR4nGP8z4ACDjIxoAGSBVYwMPxHAv+YpQ8wNyDJM/4oZEbVwgIURHbH///7WFFV/AtjYHpo+vfnwyufjqYcYjnBwPOOgfF7jsSfJ5seMry/yf7P6ZMA0OkiNg4LLvIxMDkynEBy2LdPDAzHbJAE/vAxMFgxMHCAbP5z5M+RID6mf0DRfyC5RyZ/fny8/Mkl+THz8Q8f/x9g+P8d6In7cO8cwOL9N0ByA5IHCYYpAKWdV0obUt9MAAAAAElFTkSuQmCC), т.е. ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOsAAAAdAQAAAABjuqZ8AAABhklEQVR4nL1TzU7CQBCepQ2sRrT+3DQBfw4ePXjwBiY+ggeP+gY8AAkc9eTRo7yBL0BCPenFhCegq5DggWQLqWlpyo6ztCVoCBcTJ/02s/M133yd3TKEJfGeWcYC/BM9HC2l86tJ0ltIqyhJdn7TmLPmSgGoWW6cN8ow3qxYXCkzoTkDGKEJ4x4zHswieLx5xsOAp7QWbO+BwcYZKAK4WNd1N4YLHphwAm91Tr11292Zj6kXjlVaC/H2uQhbAHeRm68dAYGMKa020Naq0XHF5bngwLq8YdnTFZbd3g9NFoHZvZp8TcUEnep6zkb7zCJckDH9ERY5AF/aBWdQkz7iEJ17AqI/Qd/HjvJFBtyS0H496gjta8LPmQtaP2wYBaT26hIEeExTjvZn1xA7axvyFhHVoUPAfh8Nv/vYJHGgqm4n8QVFCR1CgWygT8WUlvrRRXzSL8sp3UIlRTyl+KCSuQo9xxDKENIO45BaIo4WzkKk12H+wBfels80aSykgzQRczT700/0DdoQ5AmrLv+aAAAAAElFTkSuQmCC), то проекция ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAnAQAAAADFwE7aAAAAWUlEQVR4nGP8z/CQiYGBAYEdGJjrFQVBbOY6RkYwXc/4k+kfUI5FAKHuYSID4w/mp0wsNUD+DwaGf/IPmBgVgOwHQPyBgen/DiAG6q1l+s+cfF+AEcMewhgAqkoWGc5tEvcAAAAASUVORK5CYII=)точки ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASAQAAAACRd9jEAAAAQElEQVR4nGP8z/CQiYGBAYwfJjIw/mB+ysRSA+T/YGD4J/+AiVEByH4AxB8YmP7vAGIGBuZapv/MyfcFGJH0AgCUBBHwYTtu9QAAAABJRU5ErkJggg==)на это множество равна ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAAnAQAAAAC5plIDAAAAyElEQVR4nKVQOwrCQBScfMBUErCxERvPIIJNjuIRLAQrSU4gHsGjqHgIi4A5gOCmkCjJ7vgWf7EQEQceO7ydefN4DvFA7uKF73xZ46s3jfOYydyp973kqdDPPmsz3eBjri+lw1aGPIqwIovulKxmCkXM47wkzVC5iKBoXdXN27dRO+EMsp7NXAhfT+TbM1DwLzE3xgrPcBvyFBBNevNmomFivcBWFmcTWOsybXdINRqDutxTUyC55hDC3Hc+DQIJeLvDz7f9j18BtodSV0rxhn0AAAAASUVORK5CYII=), где

![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKwAAABYAQAAAABASSF6AAACjElEQVR4nO1VwW7TQBAdu6FEVRQKR1TJOSHEqcdKgOIjP4DEkT/gyC31kUhI8AdtOSF64QOQsBAoPZYPqBIpEYqIRJzQ1nZi7zC7Y6+9iSPEnZVmZvWy+2Z2561jIVSMmV2FAvyHYVENR9KdMRIX8Fy6+wzfKOCRdAHDooDP1nKiHI50fTXFJVlQKnDATIkmwZb+bX/lOOmTBLqQDrrglWH7vQ9PIyTTq2VN1otX0Kxb0PyuK0na5D4jhj10QjQrOQa43IfzSzMlvvVhHsHuPDJg8cw9P6V4Wje5RXuKU4o9k9vyAhjnB7KLc/stde8md/nom3up24gux7GCE73FZ1hxw5WszUFzBHZczb0hpeVVwkE+Sx/zgpkSDarrkL7D6VJqfVDAIs0EEZqCMLi/eXFNuKtw7cFDSFKVRPDOJJKNuKIMUZ5KKi2cSu7tWlyz9Ob8FPZidDP5SZNhW6pqq9VN1El+Lbl9YecWXoQ4vYjasu6vLxlekE0QjybqBgGp+qHMKHf0ksOwgON8dbjESZ8FQeqS36u0Qy8rqsG8xfdNXatRWZMvwKriCpWqDsnNkFXV16qyfXINYFX5ZtMEsKpcE5ZjRVWDtfvWs1xeH3UlSj6/Dfno1Y1qkg3c67AwIHTc8up5Fq0TN7sTJ/+QIMurLJ/k7ymL54phxkFiLJNEqiKxTvIjMw1TB+8gfKJA1tHwzjF8CGBAYbBz8lrD1La9d9CiQBZB/kgEyvYOBZuuBD3Z3rsUpGkS8QhGAdiirUyTzJyj21IrjrJ+oD+9fXyDFr0LacUpkwE8pxNuKwPY8hR6cH0PxrtEaSmLefUB1M0LZHhv9V4Zbkp3TpZmxnADrvkvAzOz/umf+w/ySQuovgPYuAAAAABJRU5ErkJggg==)

На рис. 1 точки X1![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAVAQAAAAC8/vldAAAAGElEQVR4nGP+z8jEwEAU+gImOcDkHygDAF9vAyxGfgLzAAAAAElFTkSuQmCC) X2![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAVAQAAAAC8/vldAAAAGElEQVR4nGP+z8jEwEAU+gImOcDkHygDAF9vAyxGfgLzAAAAAElFTkSuQmCC) X3![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAVAQAAAAC8/vldAAAAGElEQVR4nGP+z8jEwEAU+gImOcDkHygDAF9vAyxGfgLzAAAAAElFTkSuQmCC) X4![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAVAQAAAAC8/vldAAAAGElEQVR4nGP+z8jEwEAU+gImOcDkHygDAF9vAyxGfgLzAAAAAElFTkSuQmCC) лежат вне множества D, точка X5 — внутри этого множества.
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Рис. 1.

### Пример Проектирование точки на множество

Пусть [множество допустимых значений вектора варьируемых параметров](javascript:termInfo(%22множество%20допустимых%20значений%20вектора%20варьируемых%20параметров%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAATAQAAAAC49xAYAAAAOklEQVR4nGP8z/CRiYGBAYz/szAwMe4Esg8BMWMDSIzh3/8CmDzjX8ZPEPZ/Buba7/+ZvsowMCLpBwBF8g/jWoGk+QAAAABJRU5ErkJggg==)представляет собой шар радиуса R пространства ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAZAQAAAADyW4h9AAAAT0lEQVR4nGP8z/CfiQEI/v+XY/z//wMTAyMDiA/FH5gdFxgwT2f5wFzDsoDh+z0+JoaHH5h+HmBg+Pb/HxNjAwNQXAGkltmNXYYRahY6BgCbghfMwoQQDgAAAABJRU5ErkJggg==)с центром в точке ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAZAQAAAADoZ2jzAAAAU0lEQVR4nGP8z8DwkIkBCIDEJxDxlwHGBRIPExkYGH8wf/7ExPIHJFYBJJgOgFgfmBmYGBn4IOqY6xktPgIJmY9M/0HcUja+j0xv7wL1IhuPQQAAnB8UuYhqbuYAAAAASUVORK5CYII=). Изобразите на рисунке проекцию на это множество точки, не принадлежащей множеству ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAUAQAAAABQDKsQAAAASUlEQVR4nGP8z8DQyMQABBDiPwuQYNwJ4h5iYGBuOHiAESrRAFMCIpjrGBwPQrlAE1j+/VjDwPRVxoGBif/DA5CSA0C9DA4QJQA+3BI/9sg8TwAAAABJRU5ErkJggg==)и точки, принадлежащей этому множеству.

Решение

Если [множество допустимых значений вектора варьируемых параметров](javascript:termInfo(%22множество%20допустимых%20значений%20вектора%20варьируемых%20параметров%22)) ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASAQAAAACRd9jEAAAAOElEQVR4nGP8z/CQiYGBAYz/szAwN/w2YgLx/v1PgIsDMeNfxkcQ9n8Gln8/GJi+yjAw8X+AywMAGVwN+Ngj6z4AAAAASUVORK5CYII=)представляет собой шар радиуса R пространства ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAATAQAAAABTwKsbAAAAQklEQVR4nGP8z/CfiYGBAYQZ/v+1Y3aUcmb4XnuPuYZZECTGwrBbjOHD/3/MdawMTIwNYHXMNSwKzG78EoxIekEYAMX4D6vjufD+AAAAAElFTkSuQmCC)с центром в точке ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAYAQAAAADM+dBoAAAATUlEQVR4nGP8z8BwkIkBCGDECRDxBcp9mMjAwPiD+QArE0sNSPYHkGDaACQYFXiA3AcWQOIDkPt/B4gA6fgnAySe3mVgYJGXRxiKQQAAi7wQ3lDvQmEAAAAASUVORK5CYII=), т.е. ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKoAAAAYAQAAAABCD1tRAAAA/0lEQVR4nJVRsU4CQRB9exg5C8NqTbGxsbXDjouNVH6DH2LCtfwFn+An7CU0dpQkENhQYeXSmIXgjbM7FJJcor7kFfMy++bNrCI0oMqaVOBvMhXN8vh3E2pr4CwXilyVwG706heTGTCZkcPOWGQ9HhLuLdB1QpxPDZsYwBM/gRUSco3WC/v5Tid8Xg1YetyqVvvr8M4jK4NrbryIVM9YIqQkfYc6xkFVkLLwuDsGdOleZd+CZ2jYHMnEHLisrfAGOrDs2cRzczjyUraMUdfctXVCBV41e4tRn6bA7UaI/UMMwFgRfcwpoV6VXNiURP883pC3loA5TuGa5QLqXz//Dfg3ZvYyfWjEAAAAAElFTkSuQmCC), то проекция ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAnAQAAAADFwE7aAAAAWUlEQVR4nGP8z/CQiYGBAYEdGJjrFQVBbOY6RkYwXc/4k+kfUI5FAKHuYSID4w/mp0wsNUD+DwaGf/IPmBgVgOwHQPyBgen/DiAG6q1l+s+cfF+AEcMewhgAqkoWGc5tEvcAAAAASUVORK5CYII=)![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATkAAAAnAQAAAABcMQIDAAABw0lEQVR4nN1Uz0sbQRh9s1lMFLtJKcWD0Q5YIdA/oFvJYVt6bv4AL+rZw4bmUkjJ1PQQqEQR7+3Bc9GjUuxKvehBPamoh1UitBCabaQmIZOdzibmltAVBCFzeN8wvO/X+z6GCPg6HxR/POC+iIL5Jd4idYD5YTWU87vumvokcr8RQ34j4hbyqE0UoX6nC+GPkWCYU250JA9M2om1RXFZmY5gLL5zk1q3OoZ7znCxGQE0p12jYJ0TG7B4SFq7TRzu2gQ5lhCUCe2r3Px25kpsJxt6XERnXhQSozpNi0S+b2yh8t0Vn+t2mAtGTpdM99HDslaCtjG+MjKZYT/Dv0jhx7qhcrB3e1uLsyoaWaLQJIfrLZwWiEUNDbWPNo1R/vK1CZi1T19Q9QqwvBqLRRecla+FIV9qUCwHNVnT6vziahARnOE8ImxPcP2Ew4HGiSdREO4ridLHTnG7pccTp+qNMAw1hAsLLrdVaxDBNHWkv/VNjsqbltAkVE2o1331NX0jHzj8OoDN7OM3R7+T+6NPo9mDZ6kRc3eCvHWGclhm7yG6nEwT66WMqHgX9r/tcYxW213XTFhN83eKorVXpGc+qV4j/gOAlsC0SuQsTAAAAABJRU5ErkJggg==), где

![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAR8AAABQAQAAAAAIVUztAAAC/UlEQVR4nO1WPW8TQRB9e3fEBAVChYxkyScUKW1ogAISix7J/APoQfwBJB80tCnoKKCkTEFBRQxIQGEplEhJ7EUiEkVkbFLkHO522a/b+8QOUiQaRnq68/rtvNm5mbkjHDONO7M5wH/SvyF9PwESuLQmLxhby/5Qnrhf2vqiLNc6RkxsRkgqpihRp3c4d2sCpwbZmIgs30nN7Ji43s5+3cenC4T4k2Vq/OST6T0EGlQDc5/zgVsLBboaHKdzMY2sepNvyx8jtjoYs8NcnqwRH5gX13nSRV+5NXKtLItKmbcteZoRVuwy28zI8UW+HXY4DztssMUG1XL8tdjV1biE81ZOPbcgIZkDSpxN9+Y9sQYwphokTYGXOhW2R/cXlgkggaObHxJPuYfbXPMxEVoSj2oJB46X9SQPnlinEFOaf/iosON1y9e7+YUlfSFZl0792TE8yRKaSVLZDXJrP0skZ6O0MS6RRC17ZKYcrUXhTNIok6zJxZZC0djH0D20Nb4qMSwOBocjI0cGGkU5WULpARmqmt7Z21Xlb57sPQnX/vvNXKXoc6H7Q8lvGRjbzTRC224NuYNyQgr1FBGGSN6MLwewBaJIEd6tC2HBHUIj6t0KIApkB3hsSHO40gYjr+ywEOtv9IwB7ttke1R55U+goLyr9otAAk3icNR2HF1rKYiUfhGbRP4ERfadNrLSF1msbUFB2Los4bnQ9XlgJl1AAvre72WPPYo9UPE02gc2Jh7gBl0ZE2NCMHQj1YQbC6mcin7RfiRE8vByxsSUWE+sVUiycK1mjLwmpMhP71Uj8HN6xng2BSF6L8Wkuh1oUowjHDwIIAsEeNow07eTq8Qhj39t6tvtinGYWKHu8qSkEbw8KTfs475uhCGfJmcbwTMpWaqQ+0MjuPLYE1OafHzmuiiFq3x+KqlRBxaaYYFUfJX9VSNM85Q0QgUpzV3XoGDqbd5JkhmK1IW8MFZ0Mq1m2ghlT8mXSTxIyqDCE6HlMMqnK0/gClJ9Oomc2Ff0b9bTJYQg8iPcAAAAAElFTkSuQmCC)

На рис. 1 точка ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAUAQAAAABU+XstAAAAUUlEQVR4nGP8z8DwkIkBCJCIh4lA8sfv/w+YWGpAYj+A3H/yQC6jwgcg98EDIPFBgYHp/w6gLNAABuZaJrafTE/vMjAw/mf48BFm1A0Ql+EhAOt+Gvr5D/wUAAAAAElFTkSuQmCC)лежат вне множества D, точка ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAUAQAAAABU+XstAAAAV0lEQVR4nGP8z8DwkIkBCJCIh4lA8sfv/w+YWGpAYj+A3H/yQC6jwgkg98EbBob//L8fMP3fAZT9z/CHgbmWiesrc/J9kZ+M/xkeMAJN+QMyagUDI8h4AFdOHgvwrOzHAAAAAElFTkSuQmCC)— внутри этого множества. Прямая ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAATAQAAAABuUsp9AAAAK0lEQVR4nGP8/5CJgQGEfjEwsYAZ/xigIkD0B8b4x8Bc+Ju56C9zz0eICAAYMgpXMsbnqQAAAABJRU5ErkJggg==)является касательной к поверхности окружности в точке PD(![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAUAQAAAAC7OxATAAAATUlEQVR4nGP8z8BwkIkBCJCIh4lA8sfv/weYWGpAYj+ABNMGIMGoAOI++AAkPjxgYPq/QwFIgHT8kwEST+8yMDD3K/x4CTPqBoiwYAAAN4gWGCtWIq8AAAAASUVORK5CYII=)) = ![?k=10](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAoAQAAAADIg9fFAAAAXElEQVR4nGP8z8BwkIkBCPAQDkDi/wIY978AjMUEZz1MBJI/fv8/wMRSAxL7AZLdACQYFUDcBx+AxIcHQL07FIAESMc/GSDx9C4DA3O/wo+XMNtugAgLfG7BQQAAwVgZQI2JKWIAAAAASUVORK5CYII=).
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Рис. 1.