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Moving least squares
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Principle
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Definitions

• Let A(~x) be a polynomial, then A(~x) = p(~x).aT =
〈
p(~x)|a

〉
with p(~x), the

polynomial basis taken at ~x.
p(
[
x y

]
) =

[
1 x y x2 xy y2

]
• Let φ be a compactly supported radial basis function. Its value is only

dependant on the input’s norm and is supported on a compact set. Its

goal is to select points and give each an influence on the final result.

φ(~x) =
{

(1− ‖~x‖)2 if ‖~x‖ ≤ 1
0 else
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Weighted and moving least squares

Let f be a function from Rd to R and a set of source points S. The goal of

the weighted least squares is to find the polynomial Gminimizing ‖G− f‖φ,2.
Using the polynomial basis, finding gminimizing ‖ 〈p(·)|g〉 − f‖φ,2.

gT =
[
PTΦP

]−1 PTΦFT
f (~u) ≈

〈
p(~u)|g

〉
≈ p(~u)

[
PTΦP

]−1 PTΦFT

gT~u =
[
PT~uΦ~uP~u

]−1 PT~uΦ~uFT~u
f (~u) ≈

〈
p(~u)|g~u

〉
≈ p(~u)

[
PT~uΦ~uP~u

]−1 PT~uΦ~uFT~u

f (~u) ≈ 〈G~u|F~u〉

G~u = p(~u)
[
PT~uΦ~uP~u

]−1 PT~uΦ~u
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What needs to be done

• From a set of points S and a target point ~u:
• Find the closest set of neighboring points S~u
• Compute and save the coefficients (G~u = p(~u)

[
PT~uΦ~uP~u

]−1 PT~uΦ~u)

• Now ready to make approximations!

• Coefficients and approximation are computed in batches of target

points

S and ~u S~u P~u Φ~u PT~uΦ~uP~u [PT~uΦ~uP~u]−1 G~u
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Example (Coefficients)
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Example (Coefficients)

• 6 neighbors
per target

point
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Example (Coefficients)

• Linear poly

basis (size 3)
• P~u: 6× 3
• Φ~u: 6× 6
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Example (Coefficients)

• M~u: 3× 3
• M−1

~u : 3× 3
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Example (Coefficients)

• G~u: 6× 1
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Example (Approximation)

f (~x) = x0x1
4 + 1



0.147
0.189
0.238
0.286
0.054
0.086


·



1
1.75
1
1.5
2.0
1.25


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Example (Larger scale)

f (~x) = sgn(x0)+1
2

Source values Real target values Approximated values
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Interface
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Performance
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Performance (1M points)

C
u
d
a

S
e
ri
a
l
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Performance

Cuda Serial
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Performance (Update!)

• No scratch pad use, global memory only

• Multiple kernels, heavy use of

MDRangePolicy
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Performance (Update!)

• Scratch pad for temporary data

• Single kernel, parallelized with TeamPolicy
(One target per thread)

• Originally 1200B/target, now down to

960B/target with extra work
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Learning Kokkos
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Cursus and previous internships

• Parallelization

• OpenMP

• MPI

• …

• CUDA

• OpenMP Target

• GPU offloading

• …
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What I used to do

and manual memory management
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What I do now

and smart memory management (with Views!)
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What will I do
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Questions?
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