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数据挖掘实验报告

实验名称： 数据预处理

姓 名：

学 号：

实验日期：

# 一、实验目的及要求

1. 掌握数据预处理概念

2. 掌握基本的数据预处理方法

3. 将源代码及实验结果的截图，粘贴到实验步骤的每一小问中

## 二、实验所需Python库

|  |  |
| --- | --- |
| 名称 | 版本 |
| SKlearn | 0.22.1 |
| Numpy | 1.19.2 |
| Pandas | 0.25.0 |

## 数据集介绍

## Price-label数据集

此数据集由20条购物车记录组成，有2个属性，分为别“price”商品价格；“label”购物车标签，其中为“1”代表在购物车中，为“0”代表不在购物车中。

## Newsgroups20

此数据集是一个新闻组文档的集合。20个新闻组的已成为机器学习技术文本应用（如文本分类和文本聚类）实验的热门数据集。

**注**：本实验仅用到**二十**类中的**两**类，即：'alt.atheism','comp.graphics'。

## 实验内容

1. 读取price-label数据集，完成任务1，基于信息熵做数据离散化处理，并打印出处理结果。
2. 读取 Newsgroups20 文件中的数据，完成任务2中的习题。

## 实验步骤

**任务1：**

基于信息熵的数据离散化算法是由监督学习算法，在使用该方法对数据进行离散化时，需要数据有对应的标签。

本次实验使用的是一份用户最近点击的20个商品的价格与是否加入购物车对应关系。

数据文件为压缩包中“price-label.csv”文件。

**信息熵**

信息熵的定义:信息量度量的是一个具体事件发生了所带来的信息，而熵则是在结果出来之前对可能产生的信息量的期望——考虑该随机变量的所有可能取值，即所有可能发生事件所带来的信息量的期望。

信息熵就是信息量的数学期望。

公式：

![](data:image/png;base64,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)

P(xi)表示随机事件X为 xi 的概率。

**步骤：**

1. 准备数据

初始化相关函数，并加载数据。对应如下基于信息熵的数据离散化--设置参数并加载数据。

（2）计算数据的信息熵

该步骤是计算数据的信息熵，是为下一步分割数据集做准备。

（3）分割数据集

寻找一组数据最佳分割点的方法是：遍历所有属性值，数据按照该属性分割，使得平均熵最小。

（4）数据离散化

按照上面基于信息熵分组的内容，对数据做离散化处理并打印出处理结果。

**任务2：**

对Newsgroups20文本信息预处理。利用词袋模型，将文本数据向量化。

1. 对文本进行分词，得到词表，即一个包含不同单词，且无重复单词的集合，这里需要考虑：去除标点符号、单词均转化为小写。

例如：data=['I am a student.','I am a teacher.']，分词后得到集合('i', 'am', 'a', 'student', 'teacher')

2. 统计每篇文章出现的词的次数，得到二维数组

例如：上面的例子中得到二维数组[[1, 1, 1, 1, 0],[1, 1, 1, 0, 1]]

3. 计算`每列`非零元素的比例

4. 对数据进行规范化，使得数据每一列均值为0，方差为1

5. 对每行数据进行范数规范化，

其中，为第行的向量，表示数组中位置为的元素。

## 六、个人感想