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# [T2] Algorytmy, złożoność obliczeniowa, pseudokod, struktury danych (kolejki, stosy), iteracja, rekurencja, algorytm Euklidesa.

## Algorytm

Algorytm to dobrze zdefiniowany ciąg jednoznacznych instrukcji przeprowadzających dane wejściowe w dane wyjściowe. Przykłady algorytmów to:

* algorytm Euklidesa
* algorytmy sortowania
* algorytmy wyszukiwania.

Algorytmy służą do przedstawienia instrukcji prowadzących do rozwiązania zadanego problemu. Najpopularniejsze sposoby zapisu algorytmu to:

* lista kroków
* pseudokod
* zapis w konkretnym języku programowania
* opis słowny
* schemat blokowy

## Pseudokod

Pseudokod to jeden ze sposobów zapisu algorytmu. Zapis przypomina implementację w języku programowania, jednak z usunięciem wszystkich instrukcji charakterystycznych dla konkretnego języka programowania (np. deklaracji zmiennych). Bloki kodu oznaczamy graficznie wcięciami (tabulacje, spacje). Przykłady pseudokodów znajdują się w rozwiązaniu zadania 7. Pseudokody stosuje się powszechnie do zapisu algorytmów.

## Złożoność czasowa

Złożoność obliczeniowa (czasowa) to liczba operacji dominujących wykonanych w algorytmie. Operacja dominująca jest podana i jest to najczęściej: operacja arytmetyczna, logiczna, przypisanie, porównanie.  
Notacja dużego [![O](data:image/gif;base64,R0lGODdhGAAWAPIAAP///8rKysDAwG5ubmJiYlRUVEZGRgAAACH5BAEAAAAALAAAAAAYABYAAANmCLoMcRCGRtk7U72Rqx4YFRBEJ5KmRQzeWHqKcAjnCysFQREGfSuQhsCg+wEPDZ7PGGQ0jYAnYFg0UhlKKCC7kP68XtjViYRyu+XfGNv7uVJT4u3tOTfoLZTowHGDOhdwMBcRggwJADsAAAAAAAAAAAA=)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=O): [![f](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAASBAMAAACQmVJ4AAAABGdBTUEAALGPC/xhBQAAAAFzUkdCAK7OHOkAAAAgY0hSTQAAeiYAAICEAAD6AAAAgOgAAHUwAADqYAAAOpgAABdwnLpRPAAAADBQTFRF////AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA////L2OGaQAAAA50Uk5TADOIZhHuqrvdRCKZVXcfEaJeAAAAAWJLR0QAiAUdSAAAAAlvRkZzAAAAAwAAAAMAd5OXowAAAAlwSFlzAAAAeAAAAHgAnfVaYAAAAAl2cEFnAAAAEQAAABYAwcDZ4AAAAFBJREFUCNdjYGBgEFIGEiwh6UCSuWEWkGRKABIM7AogAb1NE4CUnANIxBREMKiDySIwGQMiuF6BSJ4AEMlUANZ6AUisYl0AJKOlQQLKW4AEAB54CsuPnZ58AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDE1LTEwLTE2VDAxOjA4OjE0KzAyOjAw3A1EmQAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxNS0xMC0xNlQwMTowODoxNCswMjowMK1Q/CUAAAAhdEVYdHBzOkhpUmVzQm91bmRpbmdCb3gAMTB4MTMrMTI3KzY1MYoxT7cAAAAndEVYdHBzOkxldmVsAEFkb2JlRm9udC0xLjA6IENNTUkxMiAwMDMuMDAyCjEXlrsAAABRdEVYdHBzOlNwb3RDb2xvci0wAC9vcHQvbW9vZGxlZGF0YS90ZW1wL2xhdGV4LzhmYTE0Y2RkNzU0ZjkxY2M2NTU0YzllNzE5MjljY2U3LmR2aSAtbx9XlOUAAABNdEVYdHBzOlNwb3RDb2xvci0xAC9vcHQvbW9vZGxlZGF0YS90ZW1wL2xhdGV4LzhmYTE0Y2RkNzU0ZjkxY2M2NTU0YzllNzE5MjljY2U3LnBzxR7zAAAAAABJRU5ErkJggg==)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=f)  jest co najwyżej rzędu [![g](data:image/gif;base64,R0lGODdhEAATAPMAAP///9XV1crKysDAwKmpqW5ubmJiYlRUVEZGRjg4OCgoKAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQABMAAARgEMgJxLoBXCpFWUK1EMnCCYYRdodiUKjKLclAGYg9m9TGaTzJAPHiDIsSnO6Wux1+QONiKSz9CgVYCzmx6CyKGjRwuZCC0B46DTieDGslx+DiEH+GxGTwKaxgH2UFVBMRADsAAAAAAAAAAAA=)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=g), co oznaczamy jako [![f(n)\in O(g(n))](data:image/gif;base64,R0lGODdhwAAeAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAACH5BAEAAAAALAAAAADAAB4AAAT/EMhJq52h3b1b4GAojmFGnuZ5eRyritn3VvFsX0Kj68JY35cfUEhzjXKGHq6hBEpyTacqx5wgoxaotKLddrNVUQMBUBw2BsN2kl6TBIYwRXA4YClttyS/5lv8LQsNghcDDQN6hoh6HHR2G3RqhYeMiomUk4scAwlkBxp/knqAjFZ1dxSWoaWkUq17ohsHCZoWqpe1IQOfOzsgjqgVCGcVt2vGx5i2yiugaLGj0DifCQm9vhyzuR3ObNKu31uvAONlCo3Ml8FPCAtm2yCcxGLdADnwQPelEobB/RY7FgjSsWxdhiRPdiBEh89eOwQNs9EiQTCVHBFUWFSc8G/DQSUZ/xdCSmeF5AQFEGWRaVGgDgEeEhLM2zAs2wIE60BspFfhwEqMcXrkKKCgnk+dLQ+8DCMzRE2aMyloa1FvDiiUtXY22zBAgYKIm5qOkFdBK6RTVtpFNVtSAlYKbOFWnRA3rgS7VQ4sWDtXrqy9N6aOEEy37xy0cL+WNZwXsF+djPvaBYD3ruLHVDssADJ5MUDDEwgX/tzCcq7OeCWD7ky5KmrJDIpem82NBFnPIdiaZb0bdOvMtsTWjiecX/GtK2LPpo1chOi7vm+nOv6beFTpw5tLnQhcYq7npFdsvsEaAPbRIMCD7/wcPG7t6LtnRx/5b9QT7g8/Cp/tJ+b/8FVX3/988RHIn3Fn5CBfKl6BxRV1+gXTGTJdzfVaMU0paGCBHFpwVFhRTXWRMPeFdlNO3p213wUfguCHAGqx6F9wIU40IgVPXZAjjiVatE57CZhnmD6QPORgFohZJdIkKBKZgzvwdMQid6EFaQhDI22DDBgNmQWHDjIw+Us777zwZRNUoGiPSUXsQFRfRAb4pREFcXVjiy6GAw5G1FjD3C/XqOnNDHaVA8Q4rZS3pRSLcsXLNftYdCRHEPLDJhCNqkIHKDvmyYqekd7wyqY9UXmBoTMgKopeCd5o56RjXRqqDYuyWkGlHMn6QqbKHHCOIWGOgOoJw86qQiu+chTHks9Ew8E6i3HQeYSrM3xh7BrWPhGtDgZMmu0N3yYkKAlE2FDutVuc64S6KrDL7hC+iREsum6koIe95M0Ll74RAAA7AAAAAAAAAAAA)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=f%28n%29%5Cin%20O%28g%28n%29%29) jeśli dla pewnego [![n_0 > 0](data:image/gif;base64,R0lGODdhSAAgAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAACH5BAEAAAAALAAAAABIACAAAAT/EMhJq7046ytM+4awjWRZBo0xAIMXmHBcCs1KDY0o7/xkGJdfz9Q42Ha44602JDUSCePugMggDk3S4ACVwj4ZMCokoYF0zW1XuQFjwI3C4UD46KLZiTpRZF/cfzkNEgoISoB5LAdPUX4UiBUfOQAHC1iPg4kVe14WkJiZDQpsn5qKa56ZgROfpaaEDAqqEq4AbgN4N7mvFgqxs7bAmBJcbMUZHWdIXI2pYaHCbsICcwNbB2hazJ0VVFaXkLhYNBYG2GUHQCNbjNwWSRfw4t0JK5NLSvAZe30kQuXqjlHgwkKYtwpXMHByhIzJEh2fkjV4ESmasIU7xqxoMXFIK2DtOxjO8KDMo8VI7njt+KhSJcuWr17C1CRzZp6aNpscpJAwZx59EoD6bGJOBzV1Q7NQM3ItW9IhEsk8nRABADsAAAAAAAAAAAA=)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=n_0%20%3E%200) istnieje stała [![c>0](data:image/gif;base64,R0lGODdhOAAWAPMAAP///9XV1crKysDAwKmpqW5ubmJiYlRUVEZGRjg4OBgYGAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAA4ABYAAATaEMhJq704i7J6EVkojlawFAMwcAHpvpSwpNSwgHAuFsXF65KFgQa0EWsz4AKBGAINh8zBAFQZmE5YJ7O1yDqLFmZwbR5F3UtasrlJCO4MmSk8qxdc/ERgMOAEBwl6IWRLZiFrFWl8fhMLUzgkc4d3eRNXdkVlWRSJnYOeVRMJCoKKgxZdA02iGKSmn5YAmK01m3ahQXpQtRKTnBW8GFO+SSWoYwaGwBZGF84SBY0xYYRldSQ/FtpsfTRfYs+3MDJnNpFsHGDoFb+ZIyYoKiyiy+8ubR7sOdi9IREAOwAAAAAAAAAAAA==)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=c%3E0) taka, że dla wszystkich [![n>n_0](data:image/gif;base64,R0lGODdhUAAcAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAACH5BAEAAAAALAAAAABQABwAAAT/EMhJq5XtjMu7/2B4NUmiiWiqisNRnmucBo0hSEKj2177bigaD5Db3WSTRuFwIOiOJpAvkQF+lExnA3pA4hoSBcIK0LEOJBPZkguPKWbvFnBYdOHg1BRmmdfvSXlIeQ0Ka3Eqe2tlGIYViF5lgoFeCgwKk3h9mTIDURSegDGWmBehFaeRdAlrLoshihyuFbMcAgZGHpAYhCixHbuSGGxMAy0HRyOZp20fLWl8wMtRzRQGyDgHBhypE7NzHVNVsJ/erGXJEgMNZOuvteYA6+EuainwEi7ynAcIFgiiKFW4pSOAqXrRRAQj2MDgI07BZEB7pYpDsIgxxlVEcZHTxo9XMyB6BElyk8mSKC2KTMny4cmWLTvChNnvX8CZJN2BYoez5bUjArT1bBlUw7F0Q0syHDIhAgA7AAAAAAAAAAAA)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=n%3En_0) zachodzi nierówność [![f(n) \leq c\cdot g(n)](data:image/gif;base64,R0lGODdhsAAeAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAACH5BAEAAAAALAAAAACwAB4AAAT/EMhJq62h3b1b4GAojmSJaablpWX2sZQLz3R9vrScCo0hbLyfDRAcGo+g4lBJaiAAisPGYEBSkdgs4HrkNhcN8GXQGCDJZuPggNLW0OcyaZB4si/ebtW2TiTabjN5RoMcBwlpY3JYcDN9CQeJgTCNcZIcDYAWhYR7KY+RkzacQ6QVCgocPJdHZEIjaw1+oaI1q26umJkLYJkWuRsZPhI8mcOqiyGPDbQsxZk4O5krvhTAF8JCz8dAyRwKCKwSB0+YBQcHBJlCkCEIUiCg4iQCBg1CBfc79j88BQqayIFocC7dOgntQLwLcWgegGoXeEgAJwliB03WDkFyOEIAOm0I/wCa8HjglQAEC+BNsFhBIpRwFFiqwFhBZkyaEvQdSFkT50qcDRQwSGWD5CsnJUsYrangks2cP3aqzOmTaoinVjvkbNrzKlChRGs07KjPwtiuaC+gCOq06kO3WN+KkBlX7gZ5NOqu/KOWJl23dm96jZfworLCEuhM7atMY7MSiumVtYY4ceXAdytHHlj1rGEQnschGixi2WOGo8WmphA6q6HVojlinklaF+2HtuewmSV7XDmxvwXfzi3cZ9y6yDVFdsn4k2PZlWIATuwNwACRwz9PWG68al2BHDZPGDvZwkJKz0EYSEqBR7QQeU7yNBv8V2Xyr8wvrnA+fPkKrR1inc1Pt9CwjCropFHMeyEUyMMCXP3yH2uwASAgGcg4FF1E1QnXnj0r3DUhC7EkAeJBLGQwzT84Fdjch9D4lx+A9U3hCRam1HIEVjnSkKNeA/b2SYc6nnHZdkS+UZ1HKPQH342dFGkEkwBWWEGPLBQiFREjKiLkHElKacKWFBxpTZgkdnhAKmQwqB6UNfQ4zZx01jndDGtuZw83HGBZAif1xDhSl9LMOJOdiAI5Q6DTGPAlE7YQmkOIk7op5qUA6FBpIBnYQCmmoE7QaQ2fThABADsAAAAAAAAAAAA=)](https://plas.mat.umk.pl/moodle/filter/tex/displaytex.php?texexp=f%28n%29%20%5Cleq%20c%5Ccdot%20g%28n%29).

## Kolejka

Kolejka to struktura danych przechowująca dowolną liczbę elementów. Nowe elementy możemy dodawać wyłącznie na koniec kolejki, a zdejmować elementy możemy tylko z początku kolejki zgodnie z zasadą: *First In, First Out* (FIFO) *-* pierwszy na wejściu, pierwszy na wyjściu. Podstawowe operacje na kolejce to:

* **enqueue** - dodanie elementu na koniec kolejki
* **dequeue** - pobranie elementu z początku kolejki

## Stos

Stos to struktura danych przechowująca dowolną liczbę elementów. Nowe elementy możemy dodawać wyłącznie na koniec stosu, zdejmować elementy możemy też tylko z końca stosu zgodnie z zasadą: *Last In, First Out* (LIFO) - ostatni na wejściu, pierwszy na wyjściu. Podstawowe operacje na stosie to:

* **push** - dodanie elementu na koniec stosu
* **pop** - pobranie elementu z końca stosu

## Algorytm iteracyjny

Algorytm iteracyjny (funkcja iteracyjna) wykonuje w pętli tą samą operację (z góry określoną liczbę razy lub do spełnienia wskazanego warunku). Przykładowy algorytm iteracyjny podany jest w rozwiązaniu zadania 7, gdzie operacja odejmowania powtarzana jest do chwili, gdy wartości zmiennych a oraz b będą równe.

## Algorytm rekurencyjny

Algorytm rekurencyjny (funkcja rekurencyjna) wywołuje sam siebie. Ważnym elementem algorytmów rekurencyjnych jest warunek stopu, czyli informacja przy spełnieniu jakich warunków algorytm zwraca konkretną wartość zamiast wywołać siebie. Przykładowy algorytm rekurencyjny podany jest w rozwiązaniu zadania 7, gdzie warunkiem stopu jest osiągnięcie przez zmienną b wartości zero (w takiej sytuacji zwracana jest w algorytmie wartość zmiennej a).

## Algorytm Euklidesa

Algorytm Euklidesa wyznacza największy wspólny dzielnik dwóch liczb naturalnych, tzn. największą liczbę naturalną, która dzieli bez reszty obie z podanych liczb.

Wersja iteracyjna algorytmu z odejmowaniem:

function NWD(a, b)

while a != b

if a > b  
 a = a - b

else

b = b - a   
 return a

Wersja rekurencyjna algorytmu z operacją modulo:

function NWD(a, b)

if b = 0

return a

else

return NWD(b, a mod b)

## Test z zagadnienia:

1. Pseudokod to:
   1. Jeden ze sposobów zapisu algorytmu.
   2. Nie jest sposobem zapisu algorytmu.
2. Podana definicja „*Elementy mogą być wstawiane […] w dowolnej kolejności ale usunąć można tylko ten element, który został najwcześniej wstawiony”* opisuje:
   1. Stos
   2. Kolejkę

# [T3] Sortowanie przez zliczanie, scalanie, ograniczenie dolne na złożoność algorytmów sortowania

## O sortowaniu

Załóżmy, że chcemy posortować *n* różnych elementów *x*1,…,*xn* i jedynym sposobem ustalenia porządku pomiędzy nimi jest porównywanie ich w parach. Wynikiem sortowania jest permutacja *xi*1<*xi2*<…<*x*in. Możliwych wyników sortowania jest oczywiście tyle, ile **wszystkich permutacji** zbioru *n*-elementowego, czyli **n!**. Każdy algorytm sortowania przez porównania można zapisać za pomocą **drzewa decyzyjnego**.

**Drzewo decyzyjne** jest drzewem **binarnym** w którym wszystkie węzły różne od liści mają po dwóch synów. W tych węzłach zapisujemy pary indeksów *i*:*j*, 1≤*i*<*j*≤*n*. Każda taka para *i*:*j* oznacza, że interesuje nas wynik porównania *xi* z *xj*.

Niech *S*(*n*) oznacza minimalną liczbę porównań zawsze wystarczającą do posortowania *n* elementów. Liczbę *S*(*n*)można z dołu oszacować za pomocą drzewa decyzyjnego.

Pesymistyczna złożoność algorytmu opisanego za pomocą drzewa decyzyjnego, to oczywiście **wysokość** tego drzewa, czyli długość najdłuższej ścieżki od korzenia do liścia w tym drzewie mierzona liczbą krawędzi. Drzewo decyzyjne sortujące *n* elementów jest drzewem binarnym o **n!** liściach. Najmniejsza wysokość drzewa binarnego o *k*  liściach wynosi ⌈log*k*⌉.   Wynika stąd, że każdy algorytm sortujący przez porównania wykonuje w pesymistycznym przypadku *C*(*n*) = ⌈log*n*!⌉         porównań. Można pokazać, że ⌈log*n*!⌉≥*n*log*n*−1.45*n*

Zatem zachodzi*S*(*n*) ≥ *C*(*n*) = ⌈log*n*!⌉ ≥ *n*log*n*−1.45*n*

## Pseudokod sortowania przez scalanie

// A - tablica/lista do posortowania wielkości n

function MergeSort(A, n):

**if** n > 1:

m = n/2

A1 = A[0, m, m - 1]

A2 = A[m, n-m, n - 1]

MergeSort(?......)

MergeSort(?......)

Scal(A1, A2, A, m, n - m + 1)

// L1, L2 - scalane w L3 tablice/listy wielkości odpowiednio n1 i n2

function Scal(L1, L2, L3, n1, n2):

i1 = 0; i2 = 0; i3 = 0

**while** i1 < n1 **and** i2 < n2:

**if** L1[i1] < L2[i2]:

L3[i3] = L1[i1]

i1 = i1 + 1

**else**:

L3[i3] = L2[i2]

i2 = i2 + 1

i3 = i3 + 1

**while** i1 < n1:

L3[i3] = L1[i1]

i1 = i1 + 1

i3 = i3 + 1

**while** i2 < n2:

L3[i3] = L2[i2]

i2 = i2 + 1

i3 = i3 + 1

## Pseudokod sortowania przez zliczanie

funkcja zlicz(tablica, ogr\_min, ogr\_max):

    // można założyć, że ogr\_min = 0

    inicjujemy tablicę liczba\_wystapien rozmiaru ogr\_max - ogr\_min + 1

    wypełniamy tablicę liczba\_wystapien zerami

    inicjujemy tablicę wynikowa roziaru takiego jak tablica

    dla każdej wartości element w tablicy tablica:

        liczba\_wystapien[element] = liczba\_wystapien[element] + 1

    dla indeksu indeks w przedziale [ogr\_min, ogr\_max]:

        dla i w przedziale [0, liczba\_wystapien[indeks]]:

            do tablicy wynikowa wpisz wartość indeks

    zwróć wynikowa

## Analiza algorytmu sortowania przez zliczanie

Start algorytmu

1. Dla danych tablica = [1, 3, 0, 1, 0, 1, 1, 3]  
   mamy: gr\_min = 0, ogr\_max = 3
2. liczba\_wystapien = [0, 0, 0, 0]
3. wynikowa = [0, 0, 0, 0, 0, 0, 0, 0]
4. liczba\_wystapien = [2, 4, 0, 2]
5. **wynikowa = [0, 0, 1, 1, 1, 1, 3, 3]**

Koniec działania algorytmu

## Test z zagadnień

1. Pesymistyczna złożoność algorytmu opisanego za pomocą drzewa decyzyjnego to oczywiście [\_\_\_\_\_\_\_\_\_\_\_\_] tego drzewa, czyli długość najdłuższej ścieżki od korzenia do liścia w tym drzewie mierzona liczbą krawędzi
   1. Wysokość
   2. Długość
2. W pierwszym etapie sortowania przez zliczanie otrzymano następującą tabelę pomocniczą [1, 2, 3, 4, 5] o indeksach 0 – 4. Wynikowa posortowana na jej podstawie tablica to:
   1. [1, 2, 3, 4, 5]
   2. [0, 1, 1, 2, 2, 2, 3, 3, 3, 3, 4, 4, 4, 4, 4]

# [T4] Grafy (proste), multigrafy, drzewa, algorytmy grafowe: DFS

# [T5] Algorytmy grafowe: BFS

# [T6] Kopce, sortowanie przez kopcowanie

# [T7] Najkrótsze drogi w grafach, algorytm Dijkstry, Bellmana-Forda

# [T8] Najkrótsze drzewa rozpinające, algorytm Prima, Kruskala

# [T9] Drzewa przeszukiwań binarnych

# [T10] Grafy Eulera, problem chińskiego listonosza

# [T11 – T12] Grafy Hamiltona, problem komiwojażera, algorytmy przeszukiwania z nawrotami i aproksymacyjne, problemy NP-trudne, NP-zupełne.

# [T13] Algorytmy tekstowe, kodowanie Huffmana