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# 프로젝트 목표

본 프로젝트는 다국적 간의 영상통화에서 언어의 차이로 인한 의사소통의 불편함을 해소를 목적으로 한다. 사용자의 영상에서 음성을 추출한 후 음성 인식 기능을 통해 Script로 변환한다. 이렇게 변환된 Script는 각각의 사용자들이 설정한 언어에 맞게 번역된 Script로 각각의 사용자의 화면에 표시하여 다국적 간의 의사소통을 원활하게 한다.

1. 1.3명 이상의 화상 통화 서비스를 제공하는 것을 목표로 한다.
2. 영상에서 사용언어를 다국어(한국어, 영어, 일본어)로 번역하여 제공한다.
3. 기존의 서비스와 다르게 설정 단계를 어렵지 않게 하여 접근성을 높인다.

ex) 간편한 채팅 Room 생성, 간편한 ID 등록 등

1. 4.각각의 사용자에게 보여지는 번역 Script를 채팅방 형식으로 기록을 남겨서 이를 통해 의사소통을 하는데 어려움을 해소한다.

# 수행 내용 및 중간결과

## 계획서 상의 연구내용

서로 다른 언어를 사용하는 3인이 화상통화 서비스를 이용할 수 있게 한다. 각 사용자는 접속할 때 아이디와 사용언어를 입력한다. 화상통화를 이용 시 입력한 사용언어로 번역된 자막이 화면에 떠 있게 된다. 이를 통해 다국적 사용자간 언어의 소통이 원활히 할 수 있다.

계획서 상의 진도는 speech to text 기능 구현이다. 웹서버 환경이 구현이 되고 사용자 간의 화상통화가 가능한 상황에서 사용자가 말한 음성을 인식해 text로 변환하는 것을 계획했었다.

## 수행내용

현재 화상통화 부분을 제외한 채팅방 서버를 구현하였다. 사용자에게 랜덤한 아이디를 부여한 뒤 방을 생성하거나 이미 생성되어 있는 방에 입장하여 채팅을 할 수 있게 구현하였다. 또한 방을 생성 시 비밀번호를 설정할 수 있도록 하여 회의 인원 이외에 허락되지 않은 인원은 들어올 수 없도록 구현하였다.

채팅은 사용자의 마이크를 통해 말을 하면 annyang api(speech to text api)를 통해 인식을 한 뒤, 이를 서버에 보낸다. 서버에서는 구글의 translate api를 통해 보낸 사용자의 말을 3개의 언어(한국어, 영어, 일본어)로 번역하게 된다. 번역된 결과를 각 사용자의 채팅방에 보여준다. 또한 번역 결과는 서버내 mongo 디비에 저장되어 방을 나가더라도 다시 들어왔을 때 이전의 대화를 보여주는 역할을 한다.

계획과 현재 상황을 비교해보면 화상통화 부분이 구현되어 있지 않다. 이는 원래의 계획(화상통화 화면에 자막을 달아주는 것) 과 다르게 사용자 간의 대화를 처음부터 기록하여 log형식의 채팅방으로 보여주기 위해 채팅방을 구성하고 있기 때문이다. log 형식의 기록을 서버에 저장하는 것뿐만 아니라 사용자에게 보여주어 기존의 자막 형식보다 가독성을 높이게 되고, 회의, 통화를 끝낸 뒤 회의, 통화 내용을 한눈에 파악하기도 용이하다는 장점이 있다. 또한 네트워크 속도상 음성 쿼리 스케쥴링이 잘못되어 먼저 말한 질문이 대답보다 늦게 나오더라도 채팅방에서 눈으로 보고 맥락을 파악할 수 있어 스케쥴링의 한계를 보완할 수 있다는 장점이 존재한다.

또한 STT기능 뿐 아니라 translate 기능 역시 구현 완료하여 인식된 결과물이 input으로 들어오고 이를 영어와 일본어로 번역 가능하다. 하지만 사용자마다의 사용언어를 입력받는 기능을 만들지 못하였기 때문에 인식은 한국어만 가능하고, 인식된 결과물(한국어)와 번역된 결과물(영어, 일본어)를 함께 채팅방에 보여주는 형식으로 구현되어 있다. 이는 인식과 번역의 테스트 과정에서 얼마나 정확한지 눈으로 확인하기 위해 우선적으로 만들었다.

# 수정된 연구내용 및 추진 방향

## 수정사항

구글 음성인식 api 를 이용하여 speech to text를 구현하려 했지만, 사용해본 결과, 클라이언트 측에서 마이크의 권한을 가져와 소리를 인식할 방법을 찾지 못하였다.

그래서 음성인식 서비스를 다른 방면으로 조사해 보았고, annyang api를 사용하여 클라이언트 측에서 마이크 권한을 요청할 수 있었다. 이로써 클라이언트에서 인식한 소리를 서버에 전송하여 서버에서 구글 translate api를 통해 번역한 뒤, 클라이언트에 다시 전송하는 작업을 수행할 수 있었다. 서버는 Google Cloud Platform에서 vm 인스턴스를 생성하여 구축하였다. 처음 서버는 http 프로토콜을 이용하여 구축하였는데, 보안상의 이유로 웹 브라우저 상에서 마이크 권한 설정 자체를 차단시켰다. 따라서 서버를 https 프로토콜로 전환하였고, ssl 인증서는 일단 구현의 목적이 크기 때문에 자체 인증서를 발급받았다.

또한 원래는 socket으로 통신하려고 하지 않고, 일일이 서버가 계속해서 각각의 클라이언트에서 인식한 결과가 있는지 확인하는 구조로 구현하려 했으나, 서버 성능 부하를 우려하여 웹 socket을 사용하였다.

구체적인 구현 내용은 클라이언트에서 소리를 가지고 인식된 결과가 있다면 바로 socket을 이용하여 서버에게 전달한다. 서버에서는, 디비에 저장된 현재 접속한 사람의 언어를 바탕으로 번역을 실시하여 번역된 결과를 클라이언트에 보내게 된다. 또한 이 서비스의 원래목표는 동시 접속 가능한 사람 수가 최대 4명이었지만, 서버에서 5개 정도의 언어까지 번역을 처리하는데 시간차이가 없었고, socket을 통해 데이터 교환이 이루어지기 때문에 동시 접속 가능한 사람 수를 더 늘릴 수도 있을 것 같다. 이 프로젝트의 목표인 실시간에 가깝게 하려면, 소리의 유사도, 즉 인식된 결과의 유사도를 검사하는 횟수 량을 조절하거나, 인식된 결과물이 아닌, 시간을 기준으로 소리를 가져와야 하는데, 이는 정확성과의 tradeoff 관계이기 때문에 차후에 더 고민해 볼 예정이다.

# 향후 추진계획

## 향후 계획의 세부 내용

현재까지 만든 서비스에 화상 통화 기능을 구축하는 것을 우선으로 한다. 화상 통화 api는 여러가지가 있으나 webRTC api를 사용할 것이 유력한데, 이유는 WebRTC로 구성된 프로그램들은 별도의 플러그인이나 소프트웨어 없이 p2p 화상회의 및 데이터 공유가 가능하기 때문이다. 현재는 카카오톡처럼 대화방을 만들 수 있어서 여러 집단이 서비스를 이용할 수 있지만, 화상 서비스까지 구현한 후, 웹 통신이 느려지게 된다면 없앨 예정이다. 여기까지가 필수 향후 계획이다.

성능적인 부분에서 수행해 볼 것은 구글 speech to text api를 클라이언트 측에서 사용할 수 있는 방법을 연구하여 사용해 볼 예정이다. 로컬에서 테스트한 결과로는 딱히 음성인식 결과가 크게 차이나진 않지만 그래도 google api인 만큼 사용해볼 가치가 있다고 생각한다. 그리고 더 우선적으로 수행할 것은 google translation api에 커스텀 모델을 사용해보려 하는데, 아무래도 번역이다 보니, 일상적인 대화와 회의나 연설 같은 전문적인 대화를 똑같은 어체로 번역한다. google translation api는 커스텀 모델을 학습시켜 그것을 이용해 번역할 수 있는데, 일상 대화적인 가벼운 어체를 사용하는 모델과 보다 무거운 어체를 사용하는 모델을 만들어서 사용해볼 생각이다.

마지막으로, 현재는 각 사용자가 필요한 번역을 제공하는 것이 아니라, 모든 사용자가 같은 번역 결과를 본다. 예를 들어, 한국인 일본인 미국인이 대화하고 있다면 한국인이 말한 음성 결과는 일본어와 미국어로 번역되고, 그것이 통째로 브라우저에 뿌려지는데, 가능하다면 자신에게 필요한 언어만 보일 수 있도록 구현하고자 한다. 이를 구현하려면 각 사용자들마다 서로 다른 웹페이지를 가지고 있어야 하는데, 효율적으로 동적 웹페이지를 구성하기 위해 좀 더 구현에 관해 생각해 보아야 한다.

# 고충 및 건의사항

Speech to text api를 사용할 경우 시끄러운 환경에서 음성인식을 하는데 어려움을 갖는다. 그로 인해서 향후 결과발표 시연 시 어려움을 겪을 것으로 예상된다. 이에 따라 조용한 장소에서 시연하는 것을 희망합니다.