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**Test Machines**:

AMD Phenom II X4 965 @ 3.4 GHz (4 GB DDR3 RAM, 7200 RPM HDD)

Amoeba-N3

**Assumptions:**

Due to the nature of how these programs run (splitting the data/particles based on the size of the grainsize) in order to normalize to the infinite grainsize, we chose to run from 10,000,000-100,000,000 being the base case for the infinite grainsize (the infinite grainsize must be greater than or equal to the particle size) depending on the number of particles for the test.

**Distributed Queue with Stealing:**

In order to create the distributed queue, the program was modified such that each thread would pull from their own individual queues (in order to reduce contention). In order to load balance, the steal() function was utilized using a round-robin stealing technique where each queue would try to steal from its neighbour when their queue became empty (this attempt to steal would carry on until a task is stolen or the caller made it back to itself).

**Driver-Sort (40,000,000 particles):**

**Smallest grainsize that is within 5% of the infinite grainsize?:**

For the Driver-Sort program, the infinite grainsize was 40,000,000 (the same size as the number of particles) because the grainsize was equal to the number of particles and hence would not be broken up into multiple tasks.

For the centralized queue using a single thread, the execution time for this grainsize was 2.50773 seconds (using the AMD Phenom II X4 965 machine). The smallest grainsize that was still within 5% of this was 20,000,000 (2.5193 seconds). The main reason for this was that as the grainsizes became smaller, the execution time increased on the single threaded run due to the overhead caused by having more than one task.

For the centralized queue using four threads, the execution time for this grainsize was 2.03851 seconds. The smallest grainsize that was still within 5% of this was 10,000 (2.03104 seconds). This grainsize is much smaller than the single threaded run due to the fact that as the problem is split up into more tasks, the program greatly benefits from the increased parallelism that is brought from using 4 threads/cores instead of just the one.

For the distributed queue using four threads, the execution time for this grainsize was 2.06513 seconds. The smallest grainsize that was still within 5% of this was 5 (2.00607 seconds). This is even smaller than the centralized task queue even though they both were running on the same number of threads/cores. The reason for this is that due to the nature of the centralized queue, as the tasks become smaller, the queue experiences more and more contention as the threads finish their tasks faster and then try to pull from the queue again. The distributed queue does not suffer from this problem as each thread only pulls out tasks from their own queue (eliminating the contention of the centralized queue).

**Maximum Speedup (4 cores):**

For this data, the base case will be the infinite grainsize (40,000,000) running on the centralized task queue using a single thread/core (2.50773 seconds on the AMD Phenom II X4 965 machine).

For the centralized task queue (using 4 cores), the maximum speedup occurred at approximately the grainsize of 6,000,000 with a maximum speedup of 2.4008 times that of the single core runtime.

For the distributed task queue (using 4 cores), the maximum speedup occurred at approximately the grainsize of 100,000 with a maximum speedup of 2.4875 times that of the single core runtime.

**The Decentralized Task Queue:**

Based on the data gathered, the distributed queue is almost always faster or at least equal to the centralized queue due to it not having the same queue contention overhead found when using multiple cores/threads. Not only is the decentralized task queue faster than the centralized task queue (especially as task sizes become smaller), but it also can run at much smaller task sizes due to the nature of the centralized task queue overflowing the stack space of the thread that it is hosted on.

**Driver-Compute (10,000,000 particles):**

**Smallest grainsize that is within 5% of the infinite grainsize?:**

For the Driver-Compute program, the infinite grainsize was 10,000,000 (the same as the number of particles).

For the centralized queue using a single thread, the execution time for this grainsize was 8.3768 seconds (using the AMD Phenom II X4 965 machine). The smallest grainsize that was still within 5% of this was 5 (8.77581 seconds). In comparison to the Driver-Sort program, this grainsize is much smaller. The reason for this is because the overhead caused by separating the particles into smaller tasks in the Driver-Compute program is miniscule in comparison to actually processing the tasks themselves.

For the centralized queue using four threads, the execution time for this grainsize was 4.26789 seconds. The smallest grainsize that was still within 5% of this was 80 (4.4401 seconds).

For the distributed queue using four threads, the execution time for this grainsize was 4.36134 seconds. The smallest grainsize that was still within 5% of this was 4 (2.41156 seconds).

**Maximum Speedup (4 cores):**

For this data, the base case will be the infinite grainsize (10,000,000) running on the centralized task queue using a single thread/core (8.3768 seconds on the AMD Phenom II X4 965 machine).

For the centralized task queue (using 4 cores), the maximum speedup occurred at approximately the grainsize of 20,000 with a maximum speedup of 3.7668 times that of the single core runtime.

For the distributed task queue (using 4 cores), the maximum speedup occurred at approximately the grainsize of 8,000 with a maximum speedup of 3.7269 times that of the single core runtime.

**The Decentralized Task Queue:**

The decentralized task queue seems to perform slower in comparison to the centralized task queue in this program when using large grainsizes. However, when it comes to the smaller grainsizes, the decentralized queue still outperforms the centralized queue due to the contention between the threads on the central queue.

**Driver-Reduce (10,000,000 particles):**

**Smallest grainsize that is within 5% of the infinite grainsize?:**

For the Driver-Reduce program, the infinite grainsize was 10,000,000 (the same as the number of particles).

For the centralized queue using a single thread, the execution time for this grainsize was 0.0246491 seconds (using the Amoeba-N3 machine, the data gathered for on the AMD Phenom II X4 965 machine did not match the data found on the AMD FX-8350 machine and the Amoeba-N3 machine). The smallest grainsize that was still within 5% of this was 3000 (0.0253152 seconds).

For the centralized queue using four threads, the execution time for this grainsize was 0.0211167 seconds. The smallest grainsize that was still within 5% of this was 2000 (0.0172128 seconds).

For the distributed queue using four threads, the execution time for this grainsize was 0.0211698 seconds. The smallest grainsize that was still within 5% of this was 200 (0.019911 seconds).

**Maximum Speedup (4 cores):**

For this data, the base case will be the infinite grainsize (10,000,000) running on the centralized task queue using a single thread/core (0.0246491 seconds on the Amoeba-N3 machine).

For the centralized task queue (using 4 cores), the maximum speedup occurred at approximately the grainsize of 400,000 with a maximum speedup of 1.480 times that of the single core runtime.

For the distributed task queue (using 4 cores), the maximum speedup occurred at approximately the grainsize of 600,000 with a maximum speedup of 1.551 times that of the single core runtime.

**The Decentralized Task Queue:**

Based on the data gathered on the Amoeba-N3 machine, the distributed queue tends to outperform the centralized queue only when the grainsizes are small. It would appear that contention between the threads using the centralized queue is what is causing this once again. In this case, the centralized queue dropped in computing power at larger grainsizes than the previous two programs. This is because the reduce function is less computationally intensive resulting in more contention on the central queue quicker as the threads complete their tasks at faster rates.

**Other Data Tables:**