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knitr::opts\_chunk$set(echo = TRUE)  
  
library(glmnet)

## Warning: package 'glmnet' was built under R version 4.0.5

## Loading required package: Matrix

## Loaded glmnet 4.1-3

library(MASS)  
library(survival)  
library(survminer)

## Warning: package 'survminer' was built under R version 4.0.5

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.0.5

## Loading required package: ggpubr

## Warning: package 'ggpubr' was built under R version 4.0.5

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following object is masked from 'package:MASS':  
##   
## select

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

# Load any additional packages, if any, that you use as part of your answers here

There are four questions on this midterm, all of which have multiple parts. Please be sure to provide answers to all parts of each question. Each question has an associated .csv file, which you will load into memory at the beginning of the question. All of the included data sets are simulated, so any results should not be taken as evidence for or against the existence of anything in the real world. The data were simulated to minimize the ambiguity and messiness that typifies real data. If you feel that something is ambiguous in a way that impedes your ability to answer the questions, please let me know.

Almost there - you can do it!

## Question 1 - Train/validate/test (30 points total)

For this question, a 400 observation data set was split such that 50% of the data was assigned to a training set, 25% was assigned to a validation set, and the remaining 25% was assigned to a test set. The outcome variable is y, which is contained in all three data sets, and is continuous. The predictor variables, also contained in all three data sets, are all continuous.

Run the code chunk below to load the data into memory before beginning your work on this question.

q1.train <- read.csv("q1\_train.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
q1.valid <- read.csv("q1\_valid.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
q1.test <- read.csv("q1\_test.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
# Check variable types   
  
str(q1.train)

## 'data.frame': 200 obs. of 11 variables:  
## $ X : int 1 2 3 4 5 6 7 8 9 10 ...  
## $ y : num -4.59 11.39 8.94 -3.16 -6.79 ...  
## $ x1: num 0.734 -1.121 0.804 0.455 0.19 ...  
## $ x2: num -0.436 0.715 -0.55 0.442 -0.539 ...  
## $ x3: num -0.4641 -1.3285 0.0387 2.3444 -1.5627 ...  
## $ x4: num 0.953 0.763 0.832 -1.153 0.272 ...  
## $ x5: num 1.3568 -0.0246 -1.0233 1.815 -1.9222 ...  
## $ x6: num 0.386 -0.514 0.867 -0.974 -0.57 ...  
## $ x7: num -2.524 1.779 0.183 -0.884 -0.422 ...  
## $ x8: num 1.2597 0.8249 0.6353 -0.7715 0.0262 ...  
## $ x9: num 0.853 -0.5235 0.224 0.0744 1.169 ...

str(q1.valid)

## 'data.frame': 100 obs. of 11 variables:  
## $ X : int 201 202 203 204 205 206 207 208 209 210 ...  
## $ y : num -5.27 1.03 5.71 5.96 5.87 ...  
## $ x1: num 0.484 -0.154 1.398 0.134 -0.498 ...  
## $ x2: num -0.7664 1.1196 -0.2013 -0.6587 0.0931 ...  
## $ x3: num 0.659 0.431 -0.112 0.583 0.595 ...  
## $ x4: num 0.211 -1.014 0.176 -0.635 -0.34 ...  
## $ x5: num 1.456 -1.187 -0.808 0.597 0.538 ...  
## $ x6: num 0.774 -2.073 -1.691 0.204 1.343 ...  
## $ x7: num -1.2134 -0.7085 -0.0487 0.8162 0.3041 ...  
## $ x8: num -0.379 -0.68 0.175 -0.512 -0.374 ...  
## $ x9: num 0.498 0.638 0.566 -1.977 -0.487 ...

str(q1.test)

## 'data.frame': 100 obs. of 11 variables:  
## $ X : int 301 302 303 304 305 306 307 308 309 310 ...  
## $ y : num -1.5 10.92 7.95 21.58 14.16 ...  
## $ x1: num 0.2025 -0.3654 0.2806 -0.026 0.0843 ...  
## $ x2: num 0.644 -0.674 -0.443 0.416 0.184 ...  
## $ x3: num -1.035 -1.253 -0.27 0.251 0.248 ...  
## $ x4: num 0.4752 -1.4235 -0.0929 -0.413 -0.329 ...  
## $ x5: num -0.163 1.855 1.497 -0.149 -0.317 ...  
## $ x6: num 1.5316 0.6652 1.1081 -0.5957 0.0307 ...  
## $ x7: num -1.45 1.726 -0.157 1.232 0.31 ...  
## $ x8: num -1.053 0.825 -1.296 -2.1 0.781 ...  
## $ x9: num -2.227 0.928 -0.21 0.444 -0.328 ...

# Q1, Part 1 - Generating candidate models on the training set (15 points)

You will generate four candidate models: a model obtained through forward selection, a model obtained through backward selection, a cross-validated ridge regression model, and a cross-validated lasso regression model. For both cross-validated models, use the model associated with lambda.1se. You will fit all of these models to the training data (q1.train), using y as the outcome and x1-x9 as the predictors. Please do not include interactions or squares in your pool of potential predictors. Once you have done this, answer the four questions below.

Forward selection:

# Code to set up your training data for forward selection  
glm.null<- glm(y~1, data= q1.train)  
all<-glm(y~., data= q1.train)  
  
# Code to conduct forward selection - be sure to include trace=1  
  
model.forward <- step(glm.null, direction= 'forward', scope=formula(all), trace=1)

## Start: AIC=1316.16  
## y ~ 1  
##   
## Df Deviance AIC  
## + x7 1 6082.2 1256.5  
## + x2 1 7509.4 1298.7  
## + x9 1 7771.4 1305.5  
## + x8 1 7823.1 1306.9  
## + x6 1 7922.1 1309.4  
## + x1 1 8046.2 1312.5  
## + x3 1 8167.6 1315.5  
## <none> 8276.9 1316.2  
## + x5 1 8215.6 1316.7  
## + x4 1 8264.1 1317.8  
## + X 1 8267.3 1317.9  
##   
## Step: AIC=1256.54  
## y ~ x7  
##   
## Df Deviance AIC  
## + x2 1 5361.6 1233.3  
## + x6 1 5726.2 1246.5  
## + x1 1 5903.3 1252.6  
## + x3 1 5958.2 1254.4  
## + x5 1 5962.3 1254.5  
## <none> 6082.2 1256.5  
## + x8 1 6025.2 1256.7  
## + x9 1 6039.1 1257.1  
## + X 1 6054.2 1257.6  
## + x4 1 6082.1 1258.5  
##   
## Step: AIC=1233.32  
## y ~ x7 + x2  
##   
## Df Deviance AIC  
## + x6 1 5122.0 1226.2  
## + x8 1 5251.1 1231.2  
## + x9 1 5271.3 1231.9  
## + x5 1 5282.2 1232.3  
## <none> 5361.6 1233.3  
## + X 1 5334.9 1234.3  
## + x1 1 5356.5 1235.1  
## + x4 1 5360.0 1235.2  
## + x3 1 5361.6 1235.3  
##   
## Step: AIC=1226.17  
## y ~ x7 + x2 + x6  
##   
## Df Deviance AIC  
## + x9 1 5016.5 1224.0  
## + x8 1 5038.5 1224.9  
## <none> 5122.0 1226.2  
## + x5 1 5088.5 1226.9  
## + X 1 5096.2 1227.2  
## + x1 1 5116.6 1228.0  
## + x4 1 5116.9 1228.0  
## + x3 1 5120.8 1228.1  
##   
## Step: AIC=1224.01  
## y ~ x7 + x2 + x6 + x9  
##   
## Df Deviance AIC  
## <none> 5016.5 1224.0  
## + x8 1 4971.9 1224.2  
## + x5 1 4982.2 1224.6  
## + X 1 4985.9 1224.8  
## + x4 1 5005.8 1225.6  
## + x1 1 5010.1 1225.8  
## + x3 1 5014.9 1226.0

# Display the final model selected by forward selection here  
  
summary(model.forward)

##   
## Call:  
## glm(formula = y ~ x7 + x2 + x6 + x9, data = q1.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -15.7632 -3.1881 0.5546 3.2557 16.1706   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.3638 0.3637 11.998 < 2e-16 \*\*\*  
## x7 2.9305 0.3735 7.846 2.76e-13 \*\*\*  
## x2 2.0546 0.4089 5.025 1.13e-06 \*\*\*  
## x6 1.1549 0.3670 3.147 0.00191 \*\*   
## x9 0.8273 0.4086 2.025 0.04426 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 25.72585)  
##   
## Null deviance: 8276.9 on 199 degrees of freedom  
## Residual deviance: 5016.5 on 195 degrees of freedom  
## AIC: 1224  
##   
## Number of Fisher Scoring iterations: 2

Backward selection:

# Code to set up your training data for backward selection  
glm.null<- glm(y~1, data= q1.train)  
all<-glm(y~., data= q1.train)  
  
# Code to conduct backward selection - be sure to include trace=1  
  
model.backward <- step(all, direction= 'backward', trace=1)

## Start: AIC=1231.25  
## y ~ X + x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9  
##   
## Df Deviance AIC  
## - x1 1 4899.6 1229.3  
## - x3 1 4904.0 1229.5  
## - x4 1 4914.5 1229.9  
## - X 1 4917.0 1230.0  
## - x5 1 4930.2 1230.5  
## - x8 1 4934.5 1230.7  
## <none> 4898.6 1231.2  
## - x9 1 4977.8 1232.5  
## - x6 1 5097.7 1237.2  
## - x2 1 5369.8 1247.6  
## - x7 1 6270.0 1278.6  
##   
## Step: AIC=1229.29  
## y ~ X + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9  
##   
## Df Deviance AIC  
## - x3 1 4905.2 1227.5  
## - x4 1 4916.4 1228.0  
## - X 1 4919.2 1228.1  
## - x5 1 4930.5 1228.5  
## - x8 1 4938.0 1228.9  
## <none> 4899.6 1229.3  
## - x9 1 4978.1 1230.5  
## - x6 1 5098.7 1235.3  
## - x2 1 5510.8 1250.8  
## - x7 1 6272.6 1276.7  
##   
## Step: AIC=1227.52  
## y ~ X + x2 + x4 + x5 + x6 + x7 + x8 + x9  
##   
## Df Deviance AIC  
## - x4 1 4922.7 1226.2  
## - X 1 4924.8 1226.3  
## - x5 1 4932.1 1226.6  
## - x8 1 4943.9 1227.1  
## <none> 4905.2 1227.5  
## - x9 1 4983.1 1228.7  
## - x6 1 5102.0 1233.4  
## - x2 1 5573.9 1251.1  
## - x7 1 6280.0 1274.9  
##   
## Step: AIC=1226.23  
## y ~ X + x2 + x5 + x6 + x7 + x8 + x9  
##   
## Df Deviance AIC  
## - X 1 4941.8 1225.0  
## - x5 1 4949.6 1225.3  
## - x8 1 4955.9 1225.6  
## <none> 4922.7 1226.2  
## - x9 1 4996.3 1227.2  
## - x6 1 5113.8 1231.8  
## - x2 1 5580.1 1249.3  
## - x7 1 6364.0 1275.6  
##   
## Step: AIC=1225.01  
## y ~ x2 + x5 + x6 + x7 + x8 + x9  
##   
## Df Deviance AIC  
## - x5 1 4971.9 1224.2  
## - x8 1 4982.2 1224.6  
## <none> 4941.8 1225.0  
## - x9 1 5010.3 1225.8  
## - x6 1 5130.2 1230.5  
## - x2 1 5601.0 1248.0  
## - x7 1 6370.2 1273.8  
##   
## Step: AIC=1224.22  
## y ~ x2 + x6 + x7 + x8 + x9  
##   
## Df Deviance AIC  
## - x8 1 5016.5 1224.0  
## <none> 4971.9 1224.2  
## - x9 1 5038.5 1224.9  
## - x6 1 5201.5 1231.2  
## - x2 1 5648.6 1247.7  
## - x7 1 6377.8 1272.0  
##   
## Step: AIC=1224.01  
## y ~ x2 + x6 + x7 + x9  
##   
## Df Deviance AIC  
## <none> 5016.5 1224.0  
## - x9 1 5122.0 1226.2  
## - x6 1 5271.3 1231.9  
## - x2 1 5666.2 1246.4  
## - x7 1 6600.4 1276.9

# Display the final model selected by backward selection here  
  
summary(model.backward)

##   
## Call:  
## glm(formula = y ~ x2 + x6 + x7 + x9, data = q1.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -15.7632 -3.1881 0.5546 3.2557 16.1706   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.3638 0.3637 11.998 < 2e-16 \*\*\*  
## x2 2.0546 0.4089 5.025 1.13e-06 \*\*\*  
## x6 1.1549 0.3670 3.147 0.00191 \*\*   
## x7 2.9305 0.3735 7.846 2.76e-13 \*\*\*  
## x9 0.8273 0.4086 2.025 0.04426 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 25.72585)  
##   
## Null deviance: 8276.9 on 199 degrees of freedom  
## Residual deviance: 5016.5 on 195 degrees of freedom  
## AIC: 1224  
##   
## Number of Fisher Scoring iterations: 2

Cross-validated ridge regression (lambda.1se); please use the provided random seed

# Code to set up your training data for cross-validated ridge regression  
  
x<- model.matrix(y~x1+x2+x3+x4+x5+x6+x7+x8+x9, q1.train)  
x<- x[,-1]  
y<- q1.train$y  
  
set.seed(123456)  
  
# Code to conduct cross-validated ridge regression here  
  
cv.ridge <- cv.glmnet(x, y, alpha=0) #alpha=0 for ridge regression  
  
# Display lambda.1se  
cv.ridge$lambda.1se

## [1] 8.596511

# Display the coefficients associated with lambda.1se   
coef(cv.ridge, s= "lambda.1se")

## 10 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 4.3578745  
## x1 0.2646891  
## x2 0.8429917  
## x3 0.1350471  
## x4 -0.1438606  
## x5 0.1943090  
## x6 0.5042810  
## x7 1.2469858  
## x8 0.4388385  
## x9 0.5079313

Cross-validated lasso regression (lambda.1se); please use the provided random seed

# Code to set up your training data for cross-validated lasso regression  
x2<- model.matrix(y~x1+x2+x3+x4+x5+x6+x7+x8+x9, q1.train)  
x2<- x2[,-1]  
y2<- q1.train$y  
  
set.seed(123456)  
  
# Code to conduct cross-validated lasso regression here  
  
cv.lasso <- cv.glmnet(x2, y2, alpha=1) #alpha=1 for lasso regression  
  
# Display lambda.1se  
cv.lasso$lambda.1se

## [1] 1.084757

# Display the coefficients associated with lambda.1se   
coef(cv.lasso, s= "lambda.1se")

## 10 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 4.4082736  
## x1 .   
## x2 0.9160066  
## x3 .   
## x4 .   
## x5 .   
## x6 0.1436171  
## x7 2.1563372  
## x8 .   
## x9 .

1. What predictors are included in the model selected by forward selection?

Your answer here: x7, x2, x6, x9

1. What predictors are included in the model selected by backward selection?

Your answer here: x2, x6, x7, x9

1. What predictors are included in the cross-validated ridge model (lambda.1se)?

Your answer here: x1, x2, x3, x4, x5, x6, x7, x8, x9

1. What predictors are included in the cross-validated lasso model (lambda.1se)?

Your answer here: x2, x6, x7

# Q1, Part 2 - Fitting candidate models on the validation set and choosing a model (10 points)

Now, use the validation data (q1.valid) to generate new predictions for the four candidate models obtained in the previous part. Use these to compute the mean squared prediction error to evaluate how well each candidate model (which was estimated using training data) predicts the y’s in the validation data set. Once you have done this, answer the three questions below.

Forward model:

# Obtain new predictions using the validation set  
  
cvpred.forward<- predict(model.forward, q1.valid, type="response")  
  
# Compute mean squared prediction error for the forward model  
  
mspe.forward<- mean((q1.valid$y-cvpred.forward)^2)  
mspe.forward

## [1] 24.01926

Backward model:

# Obtain new predictions using the validation set  
  
cvpred.backward<- predict(model.backward, q1.valid, type="response")  
  
# Compute mean squared prediction error for the backward model  
  
mspe.backward.valid <- mean((q1.valid$y-cvpred.backward)^2)  
mspe.backward.valid

## [1] 24.01926

Cross-validated ridge model (lambda.1se):

# Obtain new predictions using the validation set  
  
ridge.valid<- model.matrix(y~x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9, q1.valid)  
ridge.valid<- ridge.valid[,-1]  
  
ridge.valid.pred<- predict(cv.ridge, ridge.valid)  
  
# Compute mean squared prediction error for the cross-validated ridge model  
  
mspe.ridge.valid <- mean((q1.valid$y-ridge.valid.pred)^2)  
mspe.ridge.valid

## [1] 26.41709

Cross-validated lasso model (lambda.1se):

# Obtain new predictions using the validation set  
lasso.valid<- model.matrix(y~x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9, q1.valid)  
lasso.valid<- lasso.valid[,-1]  
  
lasso.valid.pred<- predict(cv.lasso, lasso.valid)  
  
# Compute mean squared prediction error for the cross-validated lasso model  
  
mspe.lasso.valid <- mean((q1.valid$y-lasso.valid.pred)^2)  
mspe.lasso.valid

## [1] 27.47134

1. List the mean squared prediction error for each of your candidate models here:

Forward model mean squared prediction error: 24.01 Backward model mean squared prediction error: 24.01 Ridge model mean squared prediction error: 26.42 Lasso model mean squared prediction error: 27.47

1. Based on the mean squared prediction error, which model do you choose?

Your answer here: forward

1. Display the coefficient values for the model you chose here:

# Display candidate model chosen based on performance on the validation set here  
summary(model.forward)

##   
## Call:  
## glm(formula = y ~ x7 + x2 + x6 + x9, data = q1.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -15.7632 -3.1881 0.5546 3.2557 16.1706   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.3638 0.3637 11.998 < 2e-16 \*\*\*  
## x7 2.9305 0.3735 7.846 2.76e-13 \*\*\*  
## x2 2.0546 0.4089 5.025 1.13e-06 \*\*\*  
## x6 1.1549 0.3670 3.147 0.00191 \*\*   
## x9 0.8273 0.4086 2.025 0.04426 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 25.72585)  
##   
## Null deviance: 8276.9 on 199 degrees of freedom  
## Residual deviance: 5016.5 on 195 degrees of freedom  
## AIC: 1224  
##   
## Number of Fisher Scoring iterations: 2

# Q1, Part 3 - Testing the final model on the test set (5 points)

Now that you’ve chosen a model, you will test this model’s generalizability by generating new predictions for the final model chosen in the previous part. Use these new predictions to compute the mean squared prediction error to evaluate how well the final model (which was estimated using training data) predicts the y’s in the test data set. Once you’ve done this, answer the question below:

# Obtain new predictions using the test set  
  
cvpred.final<- predict(model.forward, q1.test, type="response")  
  
# Compute mean squared prediction error for the final model  
  
mspe.final <- mean((q1.test$y-cvpred.forward)^2)  
mspe.final

## [1] 62.3001

1. What is the mean squared prediction error for the final model making predictions on the test set?

Your answer here: 62.30

## Question 2 - Evaluating the generalizability of a “shrunk” logistic regression model (30 points total)

For this question, a different 400-observation data set was split such that 70% of it was assigned to a training set and the remaining 30% was assigned to a test set. The outcome variable is y, which is binary. The predictor variables, V1 - V10, are all continuous.

Run the code chunk below to load the data into memory before beginning your work on this question.

log.train <- read.csv("logistic\_train.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
log.test <- read.csv("logistic\_test.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
str(log.train) # Note: y is an int type; don't change this for this question

## 'data.frame': 300 obs. of 11 variables:  
## $ y : int 1 0 0 0 0 0 0 0 1 0 ...  
## $ V1 : num 0.8063 -0.0893 1.0258 -2.1566 0.0688 ...  
## $ V2 : num 0.19978 0.4983 0.39872 -1.39152 0.00962 ...  
## $ V3 : num 0.787 0.143 1.129 -2.023 -0.213 ...  
## $ V4 : num 0.1045 0.0849 1.2643 -1.4822 -0.4206 ...  
## $ V5 : num 0.637 0.212 0.968 -2.209 0.216 ...  
## $ V6 : num -0.19688 -0.48276 0.00274 -0.91685 -0.01067 ...  
## $ V7 : num 0.02089 0.29542 0.71478 -0.4424 -0.00614 ...  
## $ V8 : num 0.0153 0.1858 0.3519 -2.1991 -0.6784 ...  
## $ V9 : num 0.0874 -0.0845 1.0442 -1.1866 0.5171 ...  
## $ V10: num -0.00807 0.32335 -0.78685 -2.53471 -0.61956 ...

str(log.test) # Note: y is an int type; don't change this for this question

## 'data.frame': 100 obs. of 11 variables:  
## $ y : int 0 0 1 1 0 1 0 0 0 0 ...  
## $ V1 : num 0.778 0.151 2.052 0.587 0.824 ...  
## $ V2 : num 0.172 -1.104 1.255 -0.425 0.804 ...  
## $ V3 : num 0.511 -0.478 2.042 0.318 0.853 ...  
## $ V4 : num 0.224 -0.665 1.927 -0.507 1.073 ...  
## $ V5 : num 0.1185 -0.0299 1.7304 0.5088 0.965 ...  
## $ V6 : num 1.381 0.505 1.046 0.752 -0.566 ...  
## $ V7 : num -1.081 -1.53 0.775 -0.132 0.041 ...  
## $ V8 : num 0.41 -0.411 1.349 0.613 0.255 ...  
## $ V9 : num 0.4726 0.135 1.5779 0.0577 0.6249 ...  
## $ V10: num 0.503 0.321 0.5 1.271 0.384 ...

# Q2, Part 1 - Fitting the “shrunk” logistic model (5 points)

I fitted a penalized logistic regression model to the training data; that is, I applied a method of coefficient shrinkage to a logistic regression model fitted to the training. Run the code chunk below to fit this model and answer the two questions below.

x.train.mat<-model.matrix(y~.,data=log.train)  
x.train.matrix<-x.train.mat[,-1]   
  
y.train.vec<-log.train$y  
  
set.seed(12345)  
  
cvfit.log = cv.glmnet(x=x.train.matrix, y=y.train.vec, family="binomial", alpha=1)   
coef(cvfit.log, s = "lambda.min")

## 11 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 0.11202810  
## V1 0.15054756  
## V2 .   
## V3 .   
## V4 0.52991688  
## V5 .   
## V6 .   
## V7 0.12957868  
## V8 0.03803014  
## V9 .   
## V10 0.09262162

1. What type of penalized/“shrunk” logistic regression model did I fit to the training data? Be specific.

Your answer here: cross-validated lasso regression

1. Which predictors (not including the intercept) are in the lambda.min penalized/“shrunk” logistic regression model?

Your answer here (list the included predictors): V1, V4, V7, V8, V10

# Q2, Part 2 - Obtaining new predictions from test data (5 points)

In this section, you will generate new predictions of Y based on the values of the predictors in the test set. That is, you will use the predictor values from log.test to predict new y values.

x.test.mat<-model.matrix(y~.,data=log.test)  
x.test.matrix<-x.test.mat[,-1]   
  
probs<-cvfit.log %>% predict(newx = x.test.matrix, type= "response")  
y.test.pred <- ifelse(probs > 0.5, 1, 0)

Next, display the counts of both the predicted y values and the actual y values in log.test. Remember that these are binary variables. Hint: this will help you check your work in the next part.

# Counts for predicted y's  
  
table(y.test.pred)

## y.test.pred  
## 0 1   
## 35 65

# Counts for actual y's  
  
table(log.test$y)

##   
## 0 1   
## 47 53

# Q2, Part 3 - Evaluating the generalizability on the test set (20 points)

For this part, you will create a confusion matrix and compute the four model indices we discussed in class: accuracy, precision, recall, and F1 score. Use the table() function to create the confusion matrix and be sure to display it in the knitted document. Write your code for this below and answer the two questions below.

## Your code for creating and displaying the confusion matrix  
  
confusion.matrix <- table(Actual = log.test$y, Predicted = y.test.pred)  
confusion.matrix

## Predicted  
## Actual 0 1  
## 0 24 23  
## 1 11 42

## Your code for computing and displaying the model indices   
  
# Code to compute accuracy  
  
accuracy <- sum(diag(confusion.matrix))/sum(confusion.matrix)  
accuracy

## [1] 0.66

# Code to compute precision  
  
precision <- confusion.matrix[2,2]/sum(confusion.matrix[,2])  
precision

## [1] 0.6461538

# Code to compute recall  
  
recall <- confusion.matrix[2,2]/sum(confusion.matrix[2,])  
recall

## [1] 0.7924528

# Code to compute F1 score  
  
F1 = 2\*(precision\*recall)/(precision+recall)  
F1

## [1] 0.7118644

1. Fill in the values of your confusion matrix. Note that you should also have the confusion matrix displayed as part of the output from your code.

* True positives (your answer here): 42 False positives (your answer here): 23 True negatives (your answer here): 24 False negatives (your answer here): 11

1. Fill in the values of your model indices. Again, be sure that you also have these displayed as part of the output from your code.

* Accuracy: 0.66 Precision: 0.64 Recall: 0.79 F1 score: 0.71

## Question 3 - Modeling count data (20 points total)

Alyssa analyzed workplace injury incidents obtained from a shipping warehouse. She sampled 45 employee records at random and recorded the number of workplace injury reports in the employee’s file in the past five years (“reports”) and how many years since the employee underwent safety training certification (“years”).

Run the code chunk below to load the data into memory before beginning your work on this question.

injury <- read.csv("injury.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
str(injury)

## 'data.frame': 300 obs. of 3 variables:  
## $ ID : int 3 4 14 16 38 50 52 54 57 71 ...  
## $ reports: int 1 0 6 5 1 3 3 4 1 0 ...  
## $ years : int 0 5 6 5 4 4 9 4 6 4 ...

# Q3, Part 1 - Describing the data (10 points)

Before starting the analysis, Alyssa conducted some descriptive analyses to present alongside her modeling work. Please recreate the descriptive analyses she conducted by answering the following three questions. Any code you use to answer the questions should go into the chunk below:

# Code for your descriptive analyses here  
#percentage of employees with zero or one injury in their file:  
zero\_or\_one\_injuries<- as.table(table(injury$reports<2))  
prop.table(zero\_or\_one\_injuries)

##   
## FALSE TRUE   
## 0.4888889 0.5111111

#among workers who had 6 or more injury reports, what was the median number of years since their most recent safety certification?  
six\_or\_more\_injuries<- filter(injury, reports>5)  
median(six\_or\_more\_injuries$years)

## [1] 8.5

#among workers who had a safety certification that was less than 5 years old, what was the median number of injury reports?  
safety\_less\_than\_5\_yrs<- filter(injury, years<5)  
median(safety\_less\_than\_5\_yrs$reports)

## [1] 1

1. What percentage of the sampled employees had zero or one injury report in their files?

Your answer here: 51.1%

1. Among workers who had 6 or more injury reports, what was the median number of years since their most recent safety certification?

Your answer here: 8.5 years

1. Among workers who had a safety certification that was less than 5 years old, what was the median number of injury reports?

Your answer here: 1

# Q3, Part 2 - Fitting a quasipoisson model (10 points)

After some exploratory modeling, Alyssa determined that a *quasipoisson* model was the most appropriate model for these data.

First, please re-create her analysis by fitting a quasipoisson model to the data, using reports as the outcome and years as the predictor.

# Code for your model here  
  
model.quasipoisson <- glm(reports~ years, data= injury, family= "quasipoisson")  
summary(model.quasipoisson)

##   
## Call:  
## glm(formula = reports ~ years, family = "quasipoisson", data = injury)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.42630 -1.36940 -0.01387 0.95518 2.76649   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.30079 0.30661 -0.981 0.332   
## years 0.23313 0.04511 5.168 5.83e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for quasipoisson family taken to be 1.828019)  
##   
## Null deviance: 142.323 on 44 degrees of freedom  
## Residual deviance: 91.294 on 43 degrees of freedom  
## (255 observations deleted due to missingness)  
## AIC: NA  
##   
## Number of Fisher Scoring iterations: 5

Next, answer the following three questions about the analysis:

1. Was the number of years since safety training a significant predictor of the number of injury reports?

Your answer here (yes/no): yes

1. Based on the results, does the predicted count of workplace injury reports *increase* or *decrease* as the number of years since an employees most recent safety certification increases? How do you know?

Your answer here: increase

1. Based on your answer to the previous question, do you think Alyssa recommended greater frequency of safety certification or a lower frequency of safety certification?

Your answer here (higher or lower): higher

## Question 4 - Modeling time-to-event data (20 points total)

As part of receiving services at a community mental health clinic, a prospective client must first submit a completed intake form; upon approval, the client may then schedule a first visit with a provider. Ahmed designed an intervention study to determine if different follow-up schedules (“group”) decrease the amount of time in between the client’s approval and the client’s first appointment (“first\_visit”, in decimal days). Clients in Group A, which was the current standard for client follow-up at the time, received a reminder via text message to schedule their first appointment 14 days after approval. Clients in Group B received reminders 14 and 21 days after approval, and clients in Group C received reminders 7 and 14 days after approval. If the client saw a provider within 30 days of approval, “status” is equal to 1; otherwise, it’s equal to zero.

Run the code chunk below to load the data into memory before beginning your work on this question.

intake <- read.csv("enrollment.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
str(intake)

## 'data.frame': 120 obs. of 3 variables:  
## $ status : int 0 0 1 1 0 0 1 0 0 0 ...  
## $ group : chr "a" "a" "a" "a" ...  
## $ first\_visit: num 30 30 28.8 29.4 30 ...

# Q4, Part 1 - Kaplan-Meier curves and censoring (10 points)

Ahmed started his analysis by fitting Kaplan-Meier curves for each group, which can be seen by running the code chunk below. Please examine this visualization and answer the three questions below.

fit <- survfit(Surv(first\_visit,status) ~ group,  
 data = intake)  
ggsurvplot(fit)

![](data:image/png;base64,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)

1. Based on what you see in the Kaplan-Meier curves, which group had the most censored observations?

Your answer here: Group A

1. The line for group C ends somewhere between 20 and 30 days. What does this mean for members of group C in terms of their time-to-first visit?

Your answer here: In group C, there is a 0% probability of event (time-to-visit) happening beyond approximately 26 days. In other words, everyone in group C experienced the scheduled first visit event within approximately 26 days.

1. During the design phase, Ahmed took steps to prevent left censoring from occurring. If this had happened and a client’s status was left-censored, what would that have meant with regard to their time-to-first visit?

Your answer here: The patient scheduled a first visit (event) with a provider prior to the intervention (follow up reminders).

# Q4, Part 2: Fitting parametric survival models (10 points)

Next, Ahmed fitted two accelerated failure time (AFT) models: an exponential AFT model and a Weibull AFT model. Run the code chunk below and review the results of the two analyses.

model.weib<-survreg(Surv(first\_visit,status)~group, dist="weibull",data=intake)  
summary(model.weib)

##   
## Call:  
## survreg(formula = Surv(first\_visit, status) ~ group, data = intake,   
## dist = "weibull")  
## Value Std. Error z p  
## (Intercept) 3.6725 0.0732 50.14 <2e-16  
## groupb -0.2670 0.0832 -3.21 0.0013  
## groupc -0.7144 0.0839 -8.52 <2e-16  
## Log(scale) -1.5413 0.0983 -15.68 <2e-16  
##   
## Scale= 0.214   
##   
## Weibull distribution  
## Loglik(model)= -261.7 Loglik(intercept only)= -310.6  
## Chisq= 97.9 on 2 degrees of freedom, p= 5.5e-22   
## Number of Newton-Raphson Iterations: 6   
## n= 120

model.exp<-survreg(Surv(first\_visit,status)~group, dist="exponential",data=intake)  
summary(model.exp)

##   
## Call:  
## survreg(formula = Surv(first\_visit, status) ~ group, data = intake,   
## dist = "exponential")  
## Value Std. Error z p  
## (Intercept) 4.746 0.316 15.01 < 2e-16  
## groupb -1.024 0.374 -2.74 0.0062  
## groupc -1.879 0.354 -5.31 1.1e-07  
##   
## Scale fixed at 1   
##   
## Exponential distribution  
## Loglik(model)= -330.2 Loglik(intercept only)= -348.9  
## Chisq= 37.26 on 2 degrees of freedom, p= 8.1e-09   
## Number of Newton-Raphson Iterations: 4   
## n= 120

He then created a Kaplan-Meier plot with overlaid cumulative distribution curves for both models. The orange cumulative distribution curves are derived from the fitted Weibull AFT model, and the blue curves are from the fitted exponential AFT model. Run the code chunk below to view these and answer the four questions below.

plot(survfit(Surv(first\_visit,status) ~ group,  
 data = intake),lty=c(1,3,5),xlab="Survival Probability")  
legend("bottomleft", c("a", "b","c"), lty = c(1,3,5))  
points(seq(0,30,by=.2),  
 1-psurvreg(seq(0,30,by=.2),mean=model.weib$coefficients[1],  
 scale=model.weib$scale),type="l",lty=1,col="orange")  
points(seq(0,30,by=.2),  
 1-pexp(seq(0,30,by=.2),rate=1/exp(model.exp$coefficients[1])),  
 type="l", lty=1,col="blue")  
points(seq(0,30,by=.2),  
 1-psurvreg(seq(0,30,by=.2),mean=sum(model.weib$coefficients[c(1,2)]),  
 scale=model.weib$scale),type="l",lty=3,col="orange")  
points(seq(0,30,by=.2),  
 1-psurvreg(seq(0,30,by=.2),mean=sum(model.exp$coefficients[c(1,2)]),  
 distribution = "exponential"),type="l",lty=3,col="blue")  
points(seq(0,30,by=.2),  
 1-psurvreg(seq(0,30,by=.2),mean=sum(model.weib$coefficients[c(1,3)]),scale=model.weib$scale),  
 type="l",lty=5,col="orange")  
points(seq(0,30,by=.2),  
 1-psurvreg(seq(0,30,by=.2),mean=sum(model.exp$coefficients[c(1,3)]),  
 distribution = "exponential"),type="l",lty=5,col="blue")
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1. Based on the visualization, which of the two models - exponential AFT (blue) or Weibull AFT (orange) - appear to best model the time-to-first visit for the different intervention groups?

Your answer here (exponential or Weibull): Weibull AFT

1. Look at the model output for the model you chose in the previous question. Is there evidence of a difference between Group A and Group B?

Your answer here (yes/no): yes

1. From this same model output, is there evidence of a difference between Group A and Group C?

Your answer here (yes/no): yes

1. Considering the results shown in both parts 1 and 2 of this question, which follow-up schedule - Day 14 only, Days 7 and 14, or Days 14 and 21 - do you think Ahmed recommended to the clinic? Please note that stating the group letter alone here won’t earn full credit; you must explicitly reference the specific intervention the group experienced.

Your answer here: Ahmed likely recommended the follow up schedule that Group C received (text messages on days 7 and 14); belonging to group C accelerates the time to event by a factor of exp(-0.7144)

## All done - you did it! Treat yourself to something nice :)