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knitr::opts\_chunk$set(echo = TRUE)  
  
library(leaps)

## Warning: package 'leaps' was built under R version 4.0.5

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 4.0.5

library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.0 --

## v tibble 3.1.0 v dplyr 1.0.5  
## v tidyr 1.1.3 v stringr 1.4.0  
## v readr 1.4.0 v forcats 0.5.1  
## v purrr 0.3.4

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(GGally)

## Warning: package 'GGally' was built under R version 4.0.5

## Registered S3 method overwritten by 'GGally':  
## method from   
## +.gg ggplot2

library(ggpubr)

## Warning: package 'ggpubr' was built under R version 4.0.5

library("dplyr")   
library(readxl)  
library(nortest)  
library(lawstat)

## Warning: package 'lawstat' was built under R version 4.0.5

There are six questions on this midterm, all of which have multiple parts. Please be sure to provide answers to all parts of each question. Each question has an associated .csv file, which you will load into memory at the beginning of the question. All of the included data sets are simulated, so any results should not be taken as evidence for or against the existence of anything in the real world. The data were simulated to minimize the ambiguity and messiness that typifies real data. If you feel that something is ambiguous in a way that impedes your ability to answer the questions, please let me know.

I believe in you!

## Question 1: Basic ANOVA - 10 points total

A tire manufacturing company wants to know if different formulations of tire rubber result in differences in tire durability. They are interested in four different rubber formulations (“form”). To test this, 20 tires of each rubber formulation are selected for testing. Aside from the rubber formulation, all 80 tires in this experiment are otherwise exactly the same. The durability of each tire is tested using a durability machine, which mimics the forces and stress a tire is exposed to when installed in a standard sedan driving down a flat asphalt road at 60 miles per hour. The machines tracks how many miles the tire has “traveled” based on the number of rotations of the tire. The durability test stops when the tire’s structure fails, which is when the durability machine records the number of traveled miles (“miles”). The data from this hypothetical experiment is contained in the Q1data.csv file.

Run the code chunk below to load the data into memory before beginning your work on this question.

tires <- read.csv("Q1data.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
tires$form <- as.factor(tires$form)  
  
str(tires)

## 'data.frame': 80 obs. of 2 variables:  
## $ miles: num 81171 81419 79781 79093 81212 ...  
## $ form : Factor w/ 4 levels "a","b","c","d": 1 1 1 1 1 1 1 1 1 1 ...

# Q1, Part 1: Assessing the normality of groups assumption (2 points)

You will assess the assumption of normality in two ways: quantitatively and visually.

In this first code chunk, please conduct an appropriate *quantitative* assessment of the normality assumption and display the results.

# Code for your quantitative assessment of the normality assumption goes here  
  
tires%>%group\_by(form)%>%summarize(pval=shapiro.test(miles)$p)

## # A tibble: 4 x 2  
## form pval  
## <fct> <dbl>  
## 1 a 0.916  
## 2 b 0.309  
## 3 c 0.349  
## 4 d 0.623

In this second code chunk, please conduct an appropriate *visual* assessment of the normality assumption and display the visualization/s you create.

# Code for your visual assessment of the normality assumption goes here  
  
ggqqplot(tires,x="miles",facet.by = "form")
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# Q1, Part 2: Assessing the equality of variances of groups assumption (2 points)

You will assess the assumption of equality of variances in two ways: quantitatively and visually.

In this first code chunk, please conduct an appropriate *quantitative* assessment of the equality of variances assumption and display the results.

# Code for your quantitative assessment of the equality of variances assumption goes here  
  
levene.test(tires$miles,tires$form)

##   
## Modified robust Brown-Forsythe Levene-type test based on the absolute  
## deviations from the median  
##   
## data: tires$miles  
## Test Statistic = 0.96439, p-value = 0.414

In this second code chunk, please conduct an appropriate *visual* assessment of the equality of variances assumption and display the visualization/s you create.

# Code for your visual assessment of the equality of variances assumption goes here  
  
ggplot(tires, aes(x=form, y= miles)) + geom\_boxplot()
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# Q1, Part 3: Fitting the ANOVA model (2 points)

Now, you will conduct an ANOVA on the tires data set that can provide an answer to the research question: do different formulations of tire rubber have different durability? Please be sure to display the results of your analysis.

# Code for your ANOVA goes here  
  
tires.aov <- aov(miles~form, data=tires)  
  
# Don't forget to display the results using the summary() function!  
  
summary(tires.aov)

## Df Sum Sq Mean Sq F value Pr(>F)  
## form 3 5340001 1780000 0.345 0.793  
## Residuals 76 392461623 5163969

# Q1, Part 4: Interpreting the ANOVA results (4 points)

1. What is the null hypothesis being tested by the ANOVA you conducted? Based on the results of your analysis, do you reject or fail to reject this null hypothesis?

Your answer here: The null hypothesis is that the tire groups (forms) have equal means in terms of tire durability (miles).

1. What do the results of your ANOVA suggest about the research question? That is, what is your answer to the tire manufacturer’s research question about tire durability?

Your answer here: The high p-value (0.793) gives strong evidence supporting this conclusion: I fail to reject the null hypothesis and conclude that there is not a statistically significant difference in the mean miles traveled among the tire forms.

## Question 2: Multifactor ANOVA - 10 points

A health researcher designed an experiment to test the effects of two medications, Lowesterol and Lipidown, on LDL cholesterol levels of people who had been diagnosed as having high cholesterol but no other health problems. He recruited 160 participants, all of whom took two pills each day for 90 days. For 40 participants, both pills were placebos. For 40 participants, one pill contained Lowesterol and the other pill was a placebo. For 40 participants, one pill contained Lipidown and the other pill was a placebo. For the last 40 participants, one pill contained Lowesterol and the other contained Lipidown. After 90 days, each participant gave a blood sample and the LDL level in their blood was recorded. The data from this hypothetical experiment is contained in the Q2data.csv file.

Run the code chunk below to load the data into memory before beginning your work on this question.

drugs <- read.csv("Q2data.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
drugs$lowesterol <- as.factor(drugs$lowesterol)  
drugs$lipidown <- as.factor(drugs$lipidown)  
  
str(drugs)

## 'data.frame': 160 obs. of 3 variables:  
## $ lowesterol: Factor w/ 2 levels "No","Yes": 1 1 1 1 1 1 1 1 1 1 ...  
## $ lipidown : Factor w/ 2 levels "No","Yes": 1 1 1 1 1 1 1 1 1 1 ...  
## $ post.ldl : num 172 170 173 175 166 ...

# Q2, Part 1: Fitting the factorial ANOVA model (4 points)

Now, you will conduct a two-way ANOVA with an interaction on the drug data. Use post.ldl as the outcome. Please be sure to display the results of your analysis.

# Code for your ANOVA goes here  
  
drugs.aov <- aov(post.ldl~lowesterol \* lipidown, data= drugs)  
  
# Don't forget to display the results using the summary() function!  
  
summary(drugs.aov)

## Df Sum Sq Mean Sq F value Pr(>F)   
## lowesterol 1 186 186 2.442 0.120   
## lipidown 1 18539 18539 243.589 <2e-16 \*\*\*  
## lowesterol:lipidown 1 122 122 1.608 0.207   
## Residuals 156 11873 76   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# Q2, Part 2: Interpreting the factorial ANOVA model (6 points)

Use the output from the factorial ANOVA to answer the following three questions.

1. Is the main effect of Lowesterol significant?

Your answer here (yes/no): no

1. Is the main effect of Lipidown significant?

Your answer here (yes/no): yes

1. Is the interaction between Lipidown and Lowesterol significant?

Your answer here (yes/no): no

## Question 3: Multiple Regression - 20 points total

A security firm contracted by a shopping center wants to examine the factors that contribute to “loss” (theft of money or goods by customers or employees of a store) in the 200 stores in the shopping center. They have four pieces of information reported by the shopping center about each store: the amount of loss in dollars (“loss”, continuous), the area of the store in square feet (“area”, continuous), the average number of people who walk into the store on a weekly basis (“traffic”, continuous), and whether the store is primarily a retail store (retail=1) or a service-oriented store (retail=0). The data from this hypothetical study is contained in the Q3data.csv file.

Run the code chunk below to load the data into memory before beginning your work on this question.

mall <- read.csv("Q3data.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
mall$retail <- as.factor(mall$retail)  
  
str(mall)

## 'data.frame': 200 obs. of 4 variables:  
## $ loss : num 1870 1532 1438 1537 1628 ...  
## $ retail : Factor w/ 2 levels "0","1": 1 2 2 2 2 2 2 1 2 2 ...  
## $ area : int 1681 1448 1322 1356 1429 1568 1644 1880 1445 1727 ...  
## $ traffic: int 373 149 217 347 384 228 337 365 142 307 ...

# Q3, Part 1: Fitting the regression model (2 points)

Now, you will conduct a multiple regression analysis. The outcome for this regression will be loss, and the predictors will be retail, area, and traffic. Be sure to display the results of your analysis.

# Code for your regression goes here  
  
mall.reg <- lm(loss ~ retail+area+traffic, data= mall)  
  
# Don't forget to display the results using the summary() function!  
  
summary(mall.reg)

##   
## Call:  
## lm(formula = loss ~ retail + area + traffic, data = mall)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2427.2 -103.7 0.8 117.4 499.2   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 966.02901 95.02144 10.166 < 2e-16 \*\*\*  
## retail1 51.54747 40.51284 1.272 0.205   
## area 0.36681 0.04812 7.623 1.04e-12 \*\*\*  
## traffic 0.26017 0.17359 1.499 0.136   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 242.5 on 196 degrees of freedom  
## Multiple R-squared: 0.2437, Adjusted R-squared: 0.2321   
## F-statistic: 21.05 on 3 and 196 DF, p-value: 7.283e-12

# Q3, Part 2: Checking diagnostic plots (4 points)

Please display the diagnostic plots for the model you fit in the previous part of this question and answer the question below:

# Code for your regression diagnostic plots  
  
par(mfrow = c(2, 2))  
  
plot(mall.reg)

![](data:image/png;base64,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)

1. What is the most obvious problem that all of the diagnostic plots for this model share?

Your answer here: point 200 is influential in all of the diagnostic plots

1. What would be a good solution to this specific problem?

Your answer here: A good solution is to remove this potentially influential point, and then see how the removal of point #200 changes the model estimates and diagnostic plots.

# Q3, Part 3: Re-fitting the regression model (4 points)

Now, implement the solution you proposed in the last part and re-fit the regression model. Be sure to display the results of your updated analysis.

# Code for any changes you make to implement your solution here  
mall.remove <- mall[-c(200),]  
  
  
# Code for your re-fitted regression goes here  
  
mall.reg.change <- lm(loss ~ retail+area+traffic, data= mall.remove)  
  
# Don't forget to display the results of your analysis using the summary() function!  
  
summary(mall.reg.change)

##   
## Call:  
## lm(formula = loss ~ retail + area + traffic, data = mall.remove)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.58889 -0.70121 -0.00033 0.57188 2.85916   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 3.5986718 0.4728421 7.611 1.14e-12 \*\*\*  
## retail1 4.9477571 0.1638849 30.190 < 2e-16 \*\*\*  
## area 0.9996022 0.0002662 3755.487 < 2e-16 \*\*\*  
## traffic 0.5005116 0.0007033 711.670 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.9777 on 195 degrees of freedom  
## Multiple R-squared: 1, Adjusted R-squared: 1   
## F-statistic: 4.868e+06 on 3 and 195 DF, p-value: < 2.2e-16

Next, display the updated diagnostic plots and answer the question below

# Display your updated diagnostic plots here  
  
par(mfrow = c(2, 2))  
  
plot(mall.reg.change)
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Did your solution to the problem you identified in Q3, Part 2 noticeably improve the diagnostic plots of the model?

Your answer here: Yes

# Q3, Part 4: Interpreting the re-fitted regression model (10 points)

1. Interpret the estimated intercept in the context of the predicted outcome and the predictors.

Your answer here: Without being a primarily retail store, an increase in store area, or increase in traffic, the loss is predicted to be $3.59.

1. Interpret the coefficient associated with retail:

Your answer here: For a primarily retail store, (and no increase in store area or increase in traffic), the loss is predicted to be $8.53.

1. What is the predicted amount of loss for a non-retail store that has an area of 1000 square feet and average weekly traffic of 200?

= 3.59+ 0(4.94) +1000(0.999)+ 200(0.500)

Predicted amount of loss= $1,102.59

## Question 4: Automated model selection - 30 points total

The data set Q4data.csv contains nine variables: y, x1, x2, x3, x4, x5, x6, x7, and x8. All of these variables are continuous.

Run the code chunk below to load the data into memory before beginning your work on this question.

many.var <- read.csv("Q4data.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
str(many.var)

## 'data.frame': 200 obs. of 9 variables:  
## $ y : num 238 325 260 367 297 ...  
## $ x1: int 7 15 11 9 14 12 9 -3 15 5 ...  
## $ x2: int 6 13 11 7 10 14 12 10 6 9 ...  
## $ x3: int 6 1 11 8 11 12 10 12 15 5 ...  
## $ x4: int 15 8 0 12 12 12 3 12 12 14 ...  
## $ x5: int 8 17 7 16 7 13 11 13 13 7 ...  
## $ x6: int 9 11 10 14 14 15 10 4 18 6 ...  
## $ x7: int 7 11 10 19 7 12 10 7 10 7 ...  
## $ x8: int 10 10 13 15 12 13 9 11 15 13 ...

# Q4, Part 1: Forward selection - 10 points

First, you will use forward selection to select a model. The outcome will be y and the pool of potential predictors will include x1, x2, x3, x4, x5, x6, x7, and x8. Be sure to include trace=1 as part of your use of the function. After this, display the model selected using forward selection.

# Code for any preliminary steps goes here  
  
lm.null<- lm(y~1, data= many.var)  
  
# Code for your forward selection goes here  
  
forward.model<- step(lm.null, direction='forward', scope= ~ x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8, trace=1)

## Start: AIC=1657.33  
## y ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + x7 1 367774 418442 1533.2  
## + x2 1 148023 638194 1617.6  
## + x1 1 101922 684294 1631.6  
## + x4 1 32421 753796 1650.9  
## <none> 786216 1657.3  
## + x3 1 7021 779196 1657.5  
## + x6 1 4784 781433 1658.1  
## + x8 1 4138 782079 1658.3  
## + x5 1 185 786031 1659.3  
##   
## Step: AIC=1533.2  
## y ~ x7  
##   
## Df Sum of Sq RSS AIC  
## + x2 1 181931 236512 1421.1  
## + x1 1 87579 330863 1488.2  
## + x4 1 85084 333358 1489.7  
## + x3 1 12164 406278 1529.3  
## <none> 418442 1533.2  
## + x5 1 4072 414371 1533.2  
## + x8 1 1114 417328 1534.7  
## + x6 1 1 418441 1535.2  
##   
## Step: AIC=1421.09  
## y ~ x7 + x2  
##   
## Df Sum of Sq RSS AIC  
## + x4 1 103663 132848 1307.7  
## + x1 1 94439 142072 1321.2  
## + x3 1 20259 216253 1405.2  
## + x5 1 5408 231104 1418.5  
## <none> 236512 1421.1  
## + x6 1 1215 235296 1422.1  
## + x8 1 49 236463 1423.0  
##   
## Step: AIC=1307.73  
## y ~ x7 + x2 + x4  
##   
## Df Sum of Sq RSS AIC  
## + x1 1 110893 21955 949.68  
## + x3 1 14405 118444 1286.78  
## <none> 132848 1307.73  
## + x5 1 1170 131678 1307.96  
## + x6 1 565 132283 1308.88  
## + x8 1 3 132845 1309.72  
##   
## Step: AIC=949.68  
## y ~ x7 + x2 + x4 + x1  
##   
## Df Sum of Sq RSS AIC  
## + x3 1 21750.3 204.5 16.46  
## + x5 1 384.6 21570.2 948.15  
## + x8 1 227.6 21727.1 949.60  
## <none> 21954.8 949.68  
## + x6 1 47.1 21907.7 951.25  
##   
## Step: AIC=16.46  
## y ~ x7 + x2 + x4 + x1 + x3  
##   
## Df Sum of Sq RSS AIC  
## + x5 1 2.64717 201.87 15.856  
## <none> 204.51 16.462  
## + x8 1 0.64123 203.87 17.834  
## + x6 1 0.34763 204.16 18.121  
##   
## Step: AIC=15.86  
## y ~ x7 + x2 + x4 + x1 + x3 + x5  
##   
## Df Sum of Sq RSS AIC  
## <none> 201.87 15.856  
## + x8 1 0.67420 201.19 17.187  
## + x6 1 0.42727 201.44 17.432

The model selected by forward selection:

# Display the model selected using forward selection here!  
  
summary(forward.model)

##   
## Call:  
## lm(formula = y ~ x7 + x2 + x4 + x1 + x3 + x5, data = many.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.26021 -0.77847 -0.03343 0.68273 2.73044   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.20153 0.39170 10.726 <2e-16 \*\*\*  
## x7 10.03005 0.01514 662.369 <2e-16 \*\*\*  
## x2 7.03129 0.01538 457.194 <2e-16 \*\*\*  
## x4 4.97113 0.01523 326.424 <2e-16 \*\*\*  
## x1 5.01762 0.01495 335.648 <2e-16 \*\*\*  
## x3 2.00461 0.01402 142.933 <2e-16 \*\*\*  
## x5 0.02313 0.01454 1.591 0.113   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.023 on 193 degrees of freedom  
## Multiple R-squared: 0.9997, Adjusted R-squared: 0.9997   
## F-statistic: 1.252e+05 on 6 and 193 DF, p-value: < 2.2e-16

# Q4, Part 2: Backward selection - 10 points

Next, you will use backward selection to select a model. The outcome will be y and the pool of potential predictors will include x1, x2, x3, x4, x5, x6, x7, and x8. Be sure to include trace=1 or trace=TRUE as part of your use of the function. After this, display the model selected using backward selection.

# Code for any preliminary steps goes here  
  
lm.full<- lm(y ~ ., data=many.var)  
  
# Code for your backward selection goes here  
  
backward.model<- step(lm.full, direction ="backward", trace=1)

## Start: AIC=18.71  
## y ~ x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8  
##   
## Df Sum of Sq RSS AIC  
## - x6 1 0 201 17.19  
## - x8 1 1 201 17.43  
## <none> 201 18.71  
## - x5 1 3 203 19.45  
## - x3 1 21110 21311 949.73  
## - x4 1 111048 111249 1280.24  
## - x1 1 117278 117479 1291.14  
## - x2 1 216864 217065 1413.93  
## - x7 1 451763 451964 1560.61  
##   
## Step: AIC=17.19  
## y ~ x1 + x2 + x3 + x4 + x5 + x7 + x8  
##   
## Df Sum of Sq RSS AIC  
## - x8 1 1 202 15.86  
## <none> 201 17.19  
## - x5 1 3 204 17.83  
## - x3 1 21156 21357 948.17  
## - x4 1 111261 111462 1278.62  
## - x1 1 117696 117897 1289.85  
## - x2 1 217865 218066 1412.85  
## - x7 1 457472 457673 1561.12  
##   
## Step: AIC=15.86  
## y ~ x1 + x2 + x3 + x4 + x5 + x7  
##   
## Df Sum of Sq RSS AIC  
## <none> 202 15.86  
## - x5 1 3 205 16.46  
## - x3 1 21368 21570 948.15  
## - x4 1 111447 111649 1276.96  
## - x1 1 117834 118036 1288.09  
## - x2 1 218627 218829 1411.55  
## - x7 1 458884 459086 1559.74

The model selected by backward selection:

# Display the model selected using backward selection here!  
  
summary(backward.model)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3 + x4 + x5 + x7, data = many.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.26021 -0.77847 -0.03343 0.68273 2.73044   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.20153 0.39170 10.726 <2e-16 \*\*\*  
## x1 5.01762 0.01495 335.648 <2e-16 \*\*\*  
## x2 7.03129 0.01538 457.194 <2e-16 \*\*\*  
## x3 2.00461 0.01402 142.933 <2e-16 \*\*\*  
## x4 4.97113 0.01523 326.424 <2e-16 \*\*\*  
## x5 0.02313 0.01454 1.591 0.113   
## x7 10.03005 0.01514 662.369 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.023 on 193 degrees of freedom  
## Multiple R-squared: 0.9997, Adjusted R-squared: 0.9997   
## F-statistic: 1.252e+05 on 6 and 193 DF, p-value: < 2.2e-16

# Q4, Part 3: Best subsets selection - 10 points

Finally, you will use best subsets selection to select a model. The outcome will be y and the pool of potential predictors will include x1, x2, x3, x4, x5, x6, x7, and x8. *Be sure to display a table (filled with either stars or TRUE/FALSE values) that shows which predictors were included in the best models of each size* and *display a plot showing the BIC values of the best models of each size*. After this, display the model selected using best subsets selection.

# Code for any preliminary steps goes here  
best<- regsubsets(y~., data=many.var, method= "exhaustive", nvmax=8, nbest=1)  
# Code for your best subsets selection goes here, including your table and plot as requested in the question prompt  
summary(best) #star table

## Subset selection object  
## Call: regsubsets.formula(y ~ ., data = many.var, method = "exhaustive",   
## nvmax = 8, nbest = 1)  
## 8 Variables (and intercept)  
## Forced in Forced out  
## x1 FALSE FALSE  
## x2 FALSE FALSE  
## x3 FALSE FALSE  
## x4 FALSE FALSE  
## x5 FALSE FALSE  
## x6 FALSE FALSE  
## x7 FALSE FALSE  
## x8 FALSE FALSE  
## 1 subsets of each size up to 8  
## Selection Algorithm: exhaustive  
## x1 x2 x3 x4 x5 x6 x7 x8   
## 1 ( 1 ) " " " " " " " " " " " " "\*" " "  
## 2 ( 1 ) " " "\*" " " " " " " " " "\*" " "  
## 3 ( 1 ) " " "\*" " " "\*" " " " " "\*" " "  
## 4 ( 1 ) "\*" "\*" " " "\*" " " " " "\*" " "  
## 5 ( 1 ) "\*" "\*" "\*" "\*" " " " " "\*" " "  
## 6 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " "\*" " "  
## 7 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"  
## 8 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"

subsets<- summary(best)$which  
subsets #TRUE/FALSE table

## (Intercept) x1 x2 x3 x4 x5 x6 x7 x8  
## 1 TRUE FALSE FALSE FALSE FALSE FALSE FALSE TRUE FALSE  
## 2 TRUE FALSE TRUE FALSE FALSE FALSE FALSE TRUE FALSE  
## 3 TRUE FALSE TRUE FALSE TRUE FALSE FALSE TRUE FALSE  
## 4 TRUE TRUE TRUE FALSE TRUE FALSE FALSE TRUE FALSE  
## 5 TRUE TRUE TRUE TRUE TRUE FALSE FALSE TRUE FALSE  
## 6 TRUE TRUE TRUE TRUE TRUE TRUE FALSE TRUE FALSE  
## 7 TRUE TRUE TRUE TRUE TRUE TRUE FALSE TRUE TRUE  
## 8 TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE

qplot(1:length(summary(best)$bic),summary(best)$bic) # Visualization of BICs

![](data:image/png;base64,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)

best.subset.bic<-which(summary(best)$bic==min(summary(best)$bic))[1] # Min function searches BICs and shows model number  
best.subset.bic #model of length 5 has minimum BIC- corresponds to x1, x2, x3, x4, x7

## [1] 5

varnames<-attr(subsets,"dimnames")[[2]]  
varnames.best <- varnames[subsets[best.subset.bic,]]   
varnames.best

## [1] "(Intercept)" "x1" "x2" "x3" "x4"   
## [6] "x7"

The model selected by best subsets selection:

# Display the model selected using best subsets selection here!  
bestsubsets.model = lm(y~x1+x2+x3+x4+x7, data=many.var)   
summary(bestsubsets.model)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3 + x4 + x7, data = many.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.37981 -0.70104 -0.04696 0.69458 2.84992   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 4.36813 0.37892 11.53 <2e-16 \*\*\*  
## x1 5.01890 0.01499 334.90 <2e-16 \*\*\*  
## x2 7.03119 0.01544 455.40 <2e-16 \*\*\*  
## x3 2.00733 0.01397 143.64 <2e-16 \*\*\*  
## x4 4.97401 0.01518 327.66 <2e-16 \*\*\*  
## x7 10.02865 0.01518 660.80 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.027 on 194 degrees of freedom  
## Multiple R-squared: 0.9997, Adjusted R-squared: 0.9997   
## F-statistic: 1.491e+05 on 5 and 194 DF, p-value: < 2.2e-16

## Question 5: Nested model selection - 20 points total

The data set Q5data.csv contains nine variables: y, x1, x2, x3, x4, x5, x6, x7, and x8. All of these variables are continuous. This is the same data set used in Question 4, but please reload the data set under a new name to ensure no “cross-contamination” between questions.

Run the code chunk below to load the data into memory before beginning your work on this question.

Q5.var <- read.csv("Q5data.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
str(Q5.var)

## 'data.frame': 200 obs. of 9 variables:  
## $ y : num 238 325 260 367 297 ...  
## $ x1: int 7 15 11 9 14 12 9 -3 15 5 ...  
## $ x2: int 6 13 11 7 10 14 12 10 6 9 ...  
## $ x3: int 6 1 11 8 11 12 10 12 15 5 ...  
## $ x4: int 15 8 0 12 12 12 3 12 12 14 ...  
## $ x5: int 8 17 7 16 7 13 11 13 13 7 ...  
## $ x6: int 9 11 10 14 14 15 10 4 18 6 ...  
## $ x7: int 7 11 10 19 7 12 10 7 10 7 ...  
## $ x8: int 10 10 13 15 12 13 9 11 15 13 ...

# Q5, Part 1: Identifying nested models - 10 points

I fitted five regression models using different sets of predictors. Run the code chunk below to estimate and view the models I fitted. Review the output for these models and answer the questions below.

model.1 = lm(y~x1, data=Q5.var)  
model.2 = lm(y~x1+x2, data=Q5.var)  
model.3 = lm(y~x1+x3, data=Q5.var)  
model.4 = lm(y~x1+x2+x3, data=Q5.var)  
model.5 = lm(y~x1+x2+x3+x1:x2+x1:x3+x2:x3+x1:x2:x3, data=Q5.var)  
  
summary(model.1)

##   
## Call:  
## lm(formula = y ~ x1, data = Q5.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -126.218 -45.454 -6.811 43.005 144.496   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 253.6875 9.2338 27.474 < 2e-16 \*\*\*  
## x1 4.6256 0.8518 5.431 1.64e-07 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 58.79 on 198 degrees of freedom  
## Multiple R-squared: 0.1296, Adjusted R-squared: 0.1252   
## F-statistic: 29.49 on 1 and 198 DF, p-value: 1.635e-07

summary(model.2)

##   
## Call:  
## lm(formula = y ~ x1 + x2, data = Q5.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -133.797 -36.549 -0.182 36.812 136.086   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 196.4584 11.0837 17.725 < 2e-16 \*\*\*  
## x1 4.7910 0.7511 6.379 1.25e-09 \*\*\*  
## x2 5.8835 0.7735 7.606 1.13e-12 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 51.82 on 197 degrees of freedom  
## Multiple R-squared: 0.3272, Adjusted R-squared: 0.3204   
## F-statistic: 47.91 on 2 and 197 DF, p-value: < 2.2e-16

summary(model.3)

##   
## Call:  
## lm(formula = y ~ x1 + x3, data = Q5.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -125.945 -44.400 -5.019 37.200 146.540   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 236.9560 12.6905 18.672 < 2e-16 \*\*\*  
## x1 4.7638 0.8492 5.609 6.81e-08 \*\*\*  
## x3 1.5077 0.7903 1.908 0.0579 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 58.4 on 197 degrees of freedom  
## Multiple R-squared: 0.1454, Adjusted R-squared: 0.1368   
## F-statistic: 16.76 on 2 and 197 DF, p-value: 1.894e-07

summary(model.4)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3, data = Q5.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -131.016 -35.653 -1.669 31.783 137.423   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 173.7291 13.6542 12.723 < 2e-16 \*\*\*  
## x1 4.9706 0.7416 6.703 2.13e-10 \*\*\*  
## x2 6.0391 0.7628 7.917 1.77e-13 \*\*\*  
## x3 1.9118 0.6915 2.765 0.00624 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 50.96 on 196 degrees of freedom  
## Multiple R-squared: 0.3525, Adjusted R-squared: 0.3426   
## F-statistic: 35.56 on 3 and 196 DF, p-value: < 2.2e-16

summary(model.5)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3 + x1:x2 + x1:x3 + x2:x3 + x1:x2:x3,   
## data = Q5.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -126.938 -33.651 -1.145 30.878 138.484   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 135.24083 47.33528 2.857 0.00475 \*\*  
## x1 6.84148 3.85878 1.773 0.07782 .   
## x2 9.08692 4.47064 2.033 0.04347 \*   
## x3 7.94309 3.65649 2.172 0.03106 \*   
## x1:x2 -0.10183 0.36629 -0.278 0.78131   
## x1:x3 -0.43930 0.30055 -1.462 0.14546   
## x2:x3 -0.54001 0.35227 -1.533 0.12693   
## x1:x2:x3 0.03700 0.02962 1.249 0.21309   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 50.47 on 192 degrees of freedom  
## Multiple R-squared: 0.3781, Adjusted R-squared: 0.3554   
## F-statistic: 16.67 on 7 and 192 DF, p-value: < 2.2e-16

1. If Model 5 (model.5) is considered to be the “full model”, which of the remaining models - Models 1, 2, 3, and 4 - are nested relative to it?

Your answer here: model.1, model.2, model.3, and model.4 are all nested relative to model.5

1. If Model 4 (model.4) is considered to be the “full model”, which of the remaining models - Models 1, 2, and 3 - are nested relative to it?

Your answer here: model.1, model.2, model.3 are all nested relative to model.4

1. If Model 3 (model.3) is considered to be the “full model”, which of the remaining models - Models 1 and 2 - are nested relative to it?

Your answer here: model.1 is nested relative to model.3

1. In the code chunk below, specify a new model that is nested relative to Model 5 AND in which Model 2 is nested. That is, specify a model that fits the nested model relationship depicted below:

Model 5 (7 predictor coefficients) <– (Your model, 3-6 predictor coefficients) <– Model 2 (2 predictor coefficients)

Please note that you cannot chose any of the models already fitted in this question. You must specify a model that hasn’t yet been fitted.

model.new <- lm(y~x1+x2+x1:x2, data=Q5.var)  
   
summary(model.new)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x1:x2, data = Q5.var)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -127.907 -34.727 0.507 33.707 136.073   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 229.9463 18.8254 12.215 <2e-16 \*\*\*  
## x1 1.3416 1.7421 0.770 0.4422   
## x2 2.5199 1.7165 1.468 0.1437   
## x1:x2 0.3490 0.1594 2.190 0.0297 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 51.32 on 196 degrees of freedom  
## Multiple R-squared: 0.3433, Adjusted R-squared: 0.3332   
## F-statistic: 34.15 on 3 and 196 DF, p-value: < 2.2e-16

# Q5, Part 2: Nested model testing - 10 points

For this part, you will conduct two nested model tests. In the first test, you will test Model 2 and the new model you specified. In the second test, you will test the new model you specified and Model 5. After you’ve done this, answer the two questions below.

# Your code for the nested model test between model.2 and model.new  
  
m2.vs.new <- anova(model.2, model.new, test='F')  
   
m2.vs.new # Displays result

## Analysis of Variance Table  
##   
## Model 1: y ~ x1 + x2  
## Model 2: y ~ x1 + x2 + x1:x2  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 197 528946   
## 2 196 516314 1 12632 4.7952 0.02972 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# Your code for the nested model test between model.new and model.5  
  
new.vs.m5 <- anova(model.new, model.5, test='F')  
   
new.vs.m5 # Displays result

## Analysis of Variance Table  
##   
## Model 1: y ~ x1 + x2 + x1:x2  
## Model 2: y ~ x1 + x2 + x3 + x1:x2 + x1:x3 + x2:x3 + x1:x2:x3  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 196 516314   
## 2 192 488971 4 27343 2.6841 0.03278 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

1. Based on the result of the test between Model 2 and your new model, which model would you choose?

Your answer here: I would choose the new model. Adding the interaction term has a significant result p = 0.02972)

1. Based on the result of the test between your new model and Model 5, which model would you choose?

Your answer here: I would choose Model 5. The more complex model leads to a significantly improved fit over the new model (p= 0.03278).

## Question 6: Basic logistic regression - 10 points total

A state public health agency wants to investigate the presence of dangerous amounts of lead in drinking water across households within the state. Investigators collected tap water samples from 150 single-family homes and obtained information about each house. Based on advice from an environmental agency, the investigators classified a tap water sample as being safe if it had levels below 15 parts per billion (0) or potentially dangerous if it had levels equal to or greater than 15 parts per billion (1). In addition, they tested the “hardness” (i.e, presence of dissolved calcium, magnesium, and other minerals) of the water sample, which they categorized as being low (0) or high (1). They also noted the age of the house in years and the location type of the house (urban, suburban, or rural). The data from this hypothetical study is contained in the Q6data.csv file.

Run the code chunk below to load the data into memory before beginning your work on this question

lead <- read.csv("Q6data.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
str(lead)

## 'data.frame': 150 obs. of 4 variables:  
## $ age : int 79 77 87 40 53 81 87 40 15 72 ...  
## $ loc : chr "rural" "urban" "rural" "rural" ...  
## $ hard : int 0 0 1 1 0 0 1 0 0 0 ...  
## $ danger: int 1 1 1 1 0 1 1 1 0 1 ...

# Q6, Part 1: Fitting a logistic model - 5 points

Fit a logistic regression model using “danger” (categorical) as the outcome and “age” (continuous), “loc” (categorical), and “hard” (categorical) as predictors. Be sure to display the results of the analysis.

danger.model <- glm(formula= danger~ age + loc + hard, data= lead, family= binomial)  
  
# Don't forget to use the summary() function to display your results!  
  
summary(danger.model)

##   
## Call:  
## glm(formula = danger ~ age + loc + hard, family = binomial, data = lead)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5820 0.1015 0.1905 0.3662 1.0961   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.10729 0.74522 -0.144 0.8855   
## age 0.05024 0.01764 2.848 0.0044 \*\*  
## locsuburban 0.02653 0.73739 0.036 0.9713   
## locurban 1.35343 1.15982 1.167 0.2432   
## hard 1.94739 1.09188 1.784 0.0745 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 78.653 on 149 degrees of freedom  
## Residual deviance: 58.288 on 145 degrees of freedom  
## AIC: 68.288  
##   
## Number of Fisher Scoring iterations: 7

# Q6, Part 2: Interpreting a logistic model - 5 points

1. Based on the results of your analyses, which predictor coefficients (i.e, not including the intercept) were significantly different from zero? There is at least one.

Your answer here: age

1. Of the statistically significant predictor/s you identified in the previous sub-question, which predictor/s (if any) indicate that the presence of a dangerous level of lead is *more likely* as the value of the predictor increases? Which predictors (if any) indicate that that the presence of a dangerous level of lead is *less likely* as the value of the predictor increases?

Dangerous level of lead more likely as values of predictor/s increase/s (your answer here): age

Dangerous level of lead Less likely as values of predictor/s increase/s (your answer here): none