Problem Set 1, Winter 2022

Krista Miller

knitr::opts\_chunk$set(echo = TRUE)  
# Load any packages, if any, that you use as part of your answers here  
  
# For example:   
library(ggplot2)  
library(ggpubr)

## Warning: package 'ggpubr' was built under R version 4.0.5

library("dplyr")

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.0 --

## v tibble 3.1.0 v purrr 0.3.4  
## v tidyr 1.1.3 v stringr 1.4.0  
## v readr 1.4.0 v forcats 0.5.1

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(readxl)  
library(nortest)  
library(ggpubr)  
library(lawstat)

## Warning: package 'lawstat' was built under R version 4.0.5

CONTEXT - DOUGHNUTS DATA

This data set was derived from an experiment conducted by Lowe (1935) (obtained from Snedecor & Cochran, 1989).

Lowe wanted to learn more about how much fat doughnuts absorb when cooked in different kinds of fat. He tested four kinds of fats (fat\_type): canola oil, vegetable shortening, peanut oil, and sunflower oil. He cooked six identical batches of doughnuts using each type of fat. Each batch contained 24 doughnuts. The outcome of interest was the total amount of fat (in grams) absorbed by each batch of doughnuts (total\_fat).

Run the code chunk below to read the data into memory and change the type of a variable.

doughnuts <- read.csv("doughnuts.csv",header=TRUE,sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
  
colnames(doughnuts) <- c('fat\_type', 'total\_fat')  
  
doughnuts$fat\_type\_factor <- as.factor(doughnuts$fat\_type) # Creates a new variable and tells R that the values are categorical ("factor")

Run the code chunk below to confirm that the variables are of the appropriate type. The str() function is useful for checking four things: The number of rows (“observations”), the number of variables, the names of the variables, and the type of the variables.

The str() function should confirm all of these for you about this data set. This data set should have 24 rows and three variables. One of these variables, fat\_type, should be a character-type (“chr”) variable. Another of those variables, total\_fat, should be an integer-type (“int”) variable. The remaining variable, fat\_type\_factor, should be a factor-type variable with four levels.

str(doughnuts)

## 'data.frame': 24 obs. of 3 variables:  
## $ fat\_type : chr "Canola" "Canola" "Canola" "Canola" ...  
## $ total\_fat : int 64 72 68 77 56 95 78 91 97 82 ...  
## $ fat\_type\_factor: Factor w/ 4 levels "Canola","Peanut",..: 1 1 1 1 1 1 3 3 3 3 ...

## Question 1 - 10 points

Compute the mean and standard deviation for each fat type. Hint: You have sample data, not population data; this matters for computing the standard deviation.

# Write your code to compute your group means and standard deviations in this code chunk  
  
#means:   
dough\_means<- doughnuts%>%group\_by(fat\_type)%>%summarize(mean\_size = mean(total\_fat))  
  
#standard deviations:  
dough\_std<- doughnuts%>%group\_by(fat\_type)%>%summarize(std= sd(total\_fat))

Canola mean and SD (your answer here): 72; 13.34

Shortening mean and SD (your answer here): 85; 7.77

Peanut mean and SD (your answer here): 76; 9.87

Sunflower mean and SD (your answer here): 62; 8.22

Next, create a bar plot to visualize the differences in the means. If you are unsure of what a bar plot looks like, there are some examples at this website: <https://statisticsglobe.com/barplot-in-r>. Please label your Y axis “Mean fat absorbed (grams)” and your X axis “Fat types”. Please also have sub-labels for each bar that match the appropriate fat type (canola, shortening, peanut, and sunflower).

Although many bar plots also include a visualization of the variability within groups (e.g., standard error bars), visualizing the variability is not necessary for full credit on this question.

# Write your code for your bar plot here - be sure that it displays in your knitted document  
g <- ggplot(dough\_means, aes(fat\_type, mean\_size)) +   
 xlab("Fat types") +  
 ylab("Mean fat absorbed (grams)")  
g + geom\_col()
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## Question 2 - 10 points

You will conduct a one-way ANOVA, but let’s assess our assumptions first. Assess the assumption of *normality* visually and quantitatively and comment on how well the data met this assumption.

First, assess this assumption visually:

# Code for visual assessment - be sure that your visual assessment is visible in your knitted document  
ggqqplot(doughnuts,x="total\_fat",facet.by = "fat\_type")

![](data:image/png;base64,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)

Next, assess this assumption quantitatively:

# Code for quantitative assessment - be sure that your results are visible in your knitted document  
doughnuts%>%group\_by(fat\_type)%>%summarize(pval=shapiro.test(total\_fat)$p)

## # A tibble: 4 x 2  
## fat\_type pval  
## <chr> <dbl>  
## 1 Canola 0.741  
## 2 Peanut 0.607  
## 3 Shortening 0.593  
## 4 Sunflower 0.310

Finally, answer the three questions below:

1. What type of visualization did you use to assess the assumption of normality visually?

Your answer here: qqplot

1. What type of quantitative test did you conduct to assess the assumption of normality quantitatively?

Your answer here: Shapiro-Wilk Test

1. Based on the results of your quantitative assessment, do you conclude that your data meet the assumption of normality?

Your answer here: Visually, the data points fall along the straight diagonal line in the Q-Q plot, so the dataset likely follows a normal distribution. The Shapiro-Wilk Test tests the null hypothesis that the samples arise from a normal distribution. In this case,,he p-values (0.741, 0.607, 0.593, 0.310) are greater than the alpha level of 0.05, suggesting that the samples come from a normal distribution.

## Question 3 - 10 points

Assess the assumption of *equality of variances* visually and quantitatively and comment on how well the data met this assumption.

First, assess this assumption visually:

# Code for visual assessment - be sure that your visual assessment is visible in your knitted document  
  
ggplot(doughnuts, aes(x=fat\_type\_factor, y= total\_fat)) + geom\_boxplot()

![](data:image/png;base64,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)

Next, assess this assumption quantitatively:

# Code for quantitative assessment - be sure that your results are visible in your knitted document  
levene.test(doughnuts$total\_fat,doughnuts$fat\_type)

##   
## Modified robust Brown-Forsythe Levene-type test based on the absolute  
## deviations from the median  
##   
## data: doughnuts$total\_fat  
## Test Statistic = 0.3434, p-value = 0.7942

Finally, answer the three questions below:

1. What type of visualization did you use to assess the assumption of equal variances across groups visually?

Your answer here: Boxplot

1. What type of quantitative test did you conduct to assess the assumption of equal variances across groups quantitatively?

Your answer here: Brown-Forsythe

1. Based on the results of your quantitative assessment, do you conclude that your data meet the assumption of equal variances across groups?

Your answer here: The Brown-Forsythe test p-value of 0.7942 does not give strong evidence against the null hypothesis of equal variances.

## Question 4 - 10 points

You will now conduct a one-way ANOVA analysis using total\_fat as the outcome and fat\_type\_factor as the grouping variable.

First, conduct the analysis and display the result:

# Write your code to conduct the one-way ANOVA here   
  
doughnuts.aov <- aov(total\_fat~fat\_type\_factor, data=doughnuts)  
   
  
# Don't forget to display the results of your analysis by using the summary() function!  
  
summary(doughnuts.aov)

## Df Sum Sq Mean Sq F value Pr(>F)   
## fat\_type\_factor 3 1636 545.5 5.406 0.00688 \*\*  
## Residuals 20 2018 100.9   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Second, answer the three questions below:

1. What is the null hypothesis being tested in this one-way ANOVA analysis?

Your answer here: The null hypothesis is that the groups have equal means.

1. Based on the results of your analysis, do you reject or fail to reject the null hypothesis?

Your answer here: The small p-value (0.00688) gives strong evidence against the null hypothesis.

1. Which of the three statements (A, B, or C) is an appropriate conclusion based on the results of your analysis? Only one of the statements is fully correct.

Statement A: “I rejected the null hypothesis and concluded that at least one fat type had a statistically significantly different mean amount of fat absorbed than the other fat types.”

Statement B: “I rejected the null hypothesis and concluded that all of the fat types had statistically significant differences in mean amounts of fat absorbed.”

Statement C: “I failed to reject the null hypothesis and concluded that there was not a statistically significant difference in the mean amounts of fat absorbed among the fat types.”

Your answer here (A, B, or C): A

## Question 5 - 10 points

When the null hypothesis in ANOVA is rejected, you conclude that at least one group mean is different than the others. You may then wonder which of the means is different. There are numerous tests that have been developed to answer this question. These are sometimes referred to as “post hoc” tests because they are usually done after an ANOVA has returned a significant result.

In my experience, the most common of these is the Tukey Honest Significant Difference test, often shortened to Tukey’s HSD. You will conduct this analysis to determine which of the fat type means had statistically significant differences from each other. You will need to do some reading on your own to figure out how to conduct and interpret this test.

First, answer the following two questions:

1. How many unique pairwise comparisons of fat type means are possible to test in this data set?

Your answer here: Because we have 4 groups (Canola, Peanut, Shortening, and Sunflower), we will need to make the following 6 comparisons:

Canola-Peanut Canola-Shortening Canola-Sunflower Peanut-Shortening Peanut-Sunflower Shortening-Sunflower

1. As discussed in class, multiple pairwise comparisons cause the familywise Type 1 error rate to increase as the number of pairwise comparisons increases; this is why you will use Tukey’s HSD, which adjusts for this increase to keep the familywise error rate at 0.05 (5%). If you were not aware of this problem and conducted as many independent-samples t tests as there are unique pairwise comparisons in this data set, what would the familywise Type 1 error rate for those tests be?

Your answer here: 0.264 (26.4%)

Calculating the error rate for the entire set of comparisons= 1- (1-alpha)^ C (alpha is significance level for a single comparison, C equals the number of comparisons)

1- (1-0.05)^6 = 0.264

Next, conduct the Tukey HSD test and answer the two questions below:

# Write your code to conduct the Tukey HSD test here  
TukeyHSD(doughnuts.aov, conf.level = .95)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = total\_fat ~ fat\_type\_factor, data = doughnuts)  
##   
## $fat\_type\_factor  
## diff lwr upr p adj  
## Peanut-Canola 4 -12.232221 20.232221 0.8998057  
## Shortening-Canola 13 -3.232221 29.232221 0.1461929  
## Sunflower-Canola -10 -26.232221 6.232221 0.3378150  
## Shortening-Peanut 9 -7.232221 25.232221 0.4270717  
## Sunflower-Peanut -14 -30.232221 2.232221 0.1065573  
## Sunflower-Shortening -23 -39.232221 -6.767779 0.0039064

# Be sure that your results are visible in the knitted document

1. Based on the results of your Tukey HSD test, how many pairs of means have a statistically significant difference from each other?

Your answer here: 1 (Sunflower-Shortening is significantly different at the 95 percent confidence level)

1. List the pair/s of means that have statistically significant differences here. Be sure to include the names of the groups.

Your answer here: Sunflower-Shortening has a statistically significant difference at the 95 percent confidence level (p= 0.0039)