![Text

Description automatically generated](data:image/png;base64,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)

When running the finding the accuracy of the tree trained with the function importance with the condition set as “random”, the program adds the result to a list, which is done a total of 10.000 times and then averaged we find that if reaches an accuracy of 0.764. The “calculating importance from information gain (see Section 19.3.3. on page 679 in the book)” gives an accuracy of 0.928. As “information\_gain” always trains and returns the same set, its precision does not change and it is thus unnecessary to average.

It is obvious that following the basic maximum utility principle we would find that “information\_gain” with a better result on average is the better choice. The reason for its improved score over a random selection is because it is better “fitted”. As “information\_gain” consistently selects from the lowest uncertainty. The structure of the tree generated is such that it maximizes the decisions it can take with the least amount of uncertainty which is what makes it “fit” better with the presented pattern (in this case “test”).

Code:

import numpy as np

from pathlib import Path

import random

import math

class Node:

    """ Node class used to build the decision tree"""

    def \_\_init\_\_(self):

        self.children = {}

        self.parent = None

        self.attribute = None

        self.value = None

    def classify(self, example):

        if self.value is not None:

            return self.value

        her = example[self.attribute]

        try:

            return self.children[her].classify(example)

        except KeyError:

            if her == 1:

                her = 2

            elif her == 2:

                her = 1

            return self.children[her].classify(example)

def plurality\_value(examples):

    """Implements the PLURALITY-VALUE (Figure 19.5)"""

    labels = examples[:, -1]

    value, count = 0, 0

    for label in np.unique(labels):

        label\_count = np.count\_nonzero(labels == label)

        if label\_count > count:

            value = label

            count = label\_count

    return value

def calc(prob):

    if(prob != 1 and prob!=0):

        return -(prob\*math.log2(prob)+(1-prob)\*math.log2(1-prob))

    else:

        return 0

def importance(attributes, examples, measure):

    """

    This function should compute the importance of each attribute and choose the one with highest importance,

    A ← argmax a ∈ attributes IMPORTANCE (a, examples) (Figure 19.5)

    Parameters:

        attributes (np.ndarray): The set of attributes from which the attribute with highest importance is to be chosen

        examples (np.ndarray): The set of examples to calculate attribute importance from

        measure (str): Measure is either "random" for calculating random importance, or "information\_gain" for

caulculating importance from information gain (see Section 19.3.3. on page 679 in the book)

    Returns:

        (int): The index of the attribute chosen as the test

    """

    # TODO implement the importance function for both measure = "random" and measure = "information\_gain"

    if(measure == "random"):

        return attributes[random.randint(0, len(attributes)-1   )]

    else:

        liste = []

        for i in attributes:

            temp\_list = []

            for j in range(len(examples)):

                temp\_list.append(examples[j][i])

            tot = calc(2-(np.sum(temp\_list)/len(temp\_list)))

            liste.append([tot, i])

        liste = sorted(liste,key=lambda x: x[0])

        return liste[0][1]

def learn\_decision\_tree(examples, attributes, parent\_examples, parent, branch\_value, measure):

    """

    This is the decision tree learning algorithm. The pseudocode for the algorithm can be

    found in Figure 19.5 on Page 678 in the book.

    Parameters:

        examples (np.ndarray): The set data examples to consider at the current node

        attributes (np.ndarray): The set of attributes that can be chosen as the test at the current node

        parent\_examples (np.ndarray): The set of examples that were used in constructing the current node’s parent.

                                        If at the root of the tree, parent\_examples = None

        parent (Node): The parent node of the current node. If at the root of the tree, parent = None

        branch\_value (int): The attribute value corresponding to reaching the current node from its parent.

                        If at the root of the tree, branch\_value = None

        measure (str): The measure to use for the Importance-function. measure is either "random" or "information\_gain"

    Returns:

        (Node): The subtree with the current node as its root

    """

    #print("att:", attributes)

    # Creates a node and links the node to its parent if the parent exists

    node = Node()

    if parent is not None:

        parent.children[branch\_value] = node

        node.parent = parent

    # TODO implement the steps of the pseudocode in Figure 19.5 on page 678

    if len(examples) == 0:

        node.value = plurality\_value(parent\_examples)

    # If all examples have the same classification, return the classification

    elif np.unique(examples[:, -1]).size == 1:

        node.value = examples[0, -1]

    # If attributes is empty, return the plurality value of examples

    elif len(attributes) == 0:

        node.value = plurality\_value(examples)

    else:

        # Choose the attribute with highest importance

        A = importance(attributes, examples, measure)#Value of attributes

        B = np.where(attributes == A)[0][0] #Index of value of attributes

        node.attribute = attributes[B]

        # Create a new decision tree with root test A

        for v in np.unique(examples[:, A]):

            exs = examples[examples[:, A] == v]

            subtree = learn\_decision\_tree(exs, np.delete(attributes, B), examples, node, v, measure)

            node.children[v] = subtree

    return node

def accuracy(tree, examples):

    """ Calculates accuracy of tree on examples """

    correct = 0

    for example in examples:

        pred = tree.classify(example[:-1])

        correct += pred == example[-1]

    return correct / examples.shape[0]

def load\_data():

    """ Load the data for the assignment,

    Assumes that the data files is in the same folder as the script"""

    with (Path.cwd() / "train.csv").open("r") as f:

        train = np.genfromtxt(f, delimiter=",", dtype=int)

    with (Path.cwd() / "test.csv").open("r") as f:

        test = np.genfromtxt(f, delimiter=",", dtype=int)

    return train, test

if \_\_name\_\_ == '\_\_main\_\_':

    train, test = load\_data()

    liste = []

    for i in ["information\_gain", "random"]:

        measure = i

        if(i=="random"):

            for x in range(10000):

                tree = learn\_decision\_tree(examples=train,

                                attributes=np.arange(0, train.shape[1] - 1, 1, dtype=int),

                                parent\_examples=None,

                                parent=None,

                                branch\_value=None,

                                measure=measure)

                liste.append(accuracy(tree, test))

            print(measure)

            print(f"Training Accuracy {accuracy(tree, train)}")

            print(f"Test Accuracy Avg {np.sum(liste)/len(liste)}")

            print("")

        else:

            tree = learn\_decision\_tree(examples=train,

                            attributes=np.arange(0, train.shape[1] - 1, 1, dtype=int),

                            parent\_examples=None,

                            parent=None,

                            branch\_value=None,

                            measure=measure)

            print(measure)

            print(f"Training Accuracy {accuracy(tree, train)}")

            print(f"Test Accuracy     {accuracy(tree, test)}")

            print("")